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ABSTRACT

Mobile ad-hoc networks (MANETS) present quite large packet loss
bursts due to mobility. In this work we propose two models based
on hidden Markov models for estimating packet arrivals and packet
loss patterns in MANETS. These models help the evaluation and
tuning of multimedia streaming applications in terms of simulation
time and required resources. In particular, we show how these mod-
els can be applied in the design of error concealment algorithms to
increase the video coding resilience. The obtained results show that
we get comparable results without the need for several long simula-
tion runs. Finally, we also propose a set of new metrics for packet
loss patterns analysis that can be of interest for the evaluation of
audio/video streaming applications.

Categories and Subject Descriptors
1.6.4 [Simulation and M odeling]: Model Validation and Analysis

General Terms
Verification, Performance
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1. INTRODUCTION

Mobile ad-hoc networks (MANET) [1] are wireless networks
with no fixed infrastructure. Nodes belonging to a MANET can ei-
ther be end-points of a data interchange or can act as routers when
the two end-points are not directly within their radio range. The
most widely deployed technology to implement this kind of net-
works is based on the IEEE 802.11 [2] standard. Wireless ad-hoc
networks suffer from frequent topology changes and provide a poor
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QoS support. However, support for real-time communication in
wireless networks is becoming more and more important due to the
increasing demand for multimedia applications.

The issue of topology variability can only be handled through
efficient routing mechanisms. A couple of years ago near to 60
proposals of routing protocols were being evaluated. Nowadays
only four proposals, respectively the “Ad hoc On Demand Distance
Vector” (AODV) [3], the “Dynamic Source Routing Protocol for
Mobile Ad hoc Networks” (DSR) [4], the “Optimized Link State
Routing Protocol” (OLSR) [5], and the “Topology Broadcast based
on Reverse-Path Forwarding” (TBRPF) [6], are being supported:;
AODV, OLSR and TBRPF have reached the Request For Comments
(RFC) level.

OLSR and TBRPF are proactive routing protocols that period-
ically send ““Hello” messages for link state sensing. The delay
necessary to detect a broken link can be calculated as: BLT =
HI x M HL, where HI is the average Hello interval and M HL is
the minimum number of consecutive Hellos lost that triggers a bro-
ken link event. Since 1 < HI < 2secondsand 2 < MHL < 3,
nodes will typically require between 2 to 6 seconds until the net-
work topology updating task is activated. AODV and DSR are re-
active routing protocols that typically use information from lower
layers in order to detect broken links earlier. However, even though
we achieve lower reaction times to link changes by enabling link
awareness, the re-routing process can still introduce quite long dis-
connection periods.

IETF’s RFC 3357 [7] defines two metrics, namely the “loss dis-
tance” and the “loss period”, and the associated statistics that to-
gether capture loss patterns experienced by packet streams on the
Internet through probes. However, the statistics proposed do not
offer an in depth view of the packet loss phenomena.

In this work we extend some of the concepts presented in [7]
and we propose new metrics aiming specifically at audio and video
streams. Moreover, we propose two models for packet arrivals and
packet loss patterns in MANETS based on hidden Markov models
[8] (HMMs) theory. Though the models derived could be used in
other packet networks, our focus on MANETS is due to the unusu-
ally large packet loss bursts that are prone to occur in these net-
works. We believe that such packet loss patterns impose great de-
mands on the model, so that model validation is done in an extreme
situation.

Hidden Markov models have initially been developed to address
the requirements of speech recognition. However their use has
spread to several other areas, like the computer networks area. Wei,
Wang, et al. propose in [9] a solution based on modeling that uses
periodic end-to-end probes to identify whether a “dominant con-
gested link” exists along an end-to-end path. In [10] Liu, Matta



and Crovella obtain an improved TCP version through end-to-end
differentiation between wireless and congestion losses, providing
effective operation in hybrid wired/wireless environments. Their
approaches integrate HMMs with packet loss pairs (PLP).

In the literature we can also find uses of the simpler Markov
chains to model Internet behaviors, such as [11, 12].

By modeling the packet error bursts in an error prone network
environment we achieve interesting benefits in terms of simulation
time and required resources for our simulation experiments, keep-
ing a good representation of real-life packet loss bursts.

In section 2 we describe our model and the methodology fol-
lowed, and we also present the two proposed models for the packet
loss burst in multihop wireless paths. Section 3 presents the valida-
tion of those models, also defining a set of metrics for packet loss
bursts. These metrics allow assessing how different routing proto-
cols perform during a well-defined period in terms of loss bursts.
Section 4 illustrates with an an application example the simulation
time and resources saved when using the models derived. Finally,
section 5 presents the conclusions of our work, along with refer-
ences to future work.

2. MODEL DESCRIPTION AND PROPOSED

METHODOLOGY

In a previous work [13] we found that routing related losses can
provoke quite large packet loss bursts, even when operating in ideal
conditions.

We assume that stations belonging to the MANET are found in
different routing states (e.g. route available, route discovery, re-
routing, etc.). Anyway, independently of the routing state, packet
losses can occur for a variety of other reasons (collisions, channel
noise, queue dropping, etc.). Therefore, an outside observer can-
not relate a packet loss with a certain routing state. We deal with
a situation where the observation is a probabilistic function of the
state, that is, only the output of the system and not the state transi-
tions are visible to an observer. We will therefore try to solve the
classification problem using a hidden Markov model (HMM) [8].

HMMs are well known for their effectiveness in modeling bursty
behavior, relatively easy configuration, quick execution times and
general application. So, we consider that they fit our purpose of
accelerating the evaluation of multimedia streaming applications
adequately, while offering similar results as with simulation or real-
life testbeds.

2.1 General methodology

Relatively to the methodology proposed in this work, we start by
selecting a single data stream (e.g. audio, video, etc.) for analysis,
as well as the criteria for considering a packet good or unusable
by the application. We can take into account factors such as which
packet arrives to destination within a maximum delay, the delay
jitter limits, the dependency among packets, etc. We then have
to map each packet sequence number with values 1 - considering
the packet good - or O if the packet does not arrive to destination
or does not meet any of the chosen criteria. This output mapping
is stored in a trace file named ST, that will be parsed to obtain the
distributions of consecutive packets arriving (CPA) and consecutive
packets lost (CPL) stored respectively in trace files C1 and C0. We
then use the latter two to tune the proposed HMMs.

In a HMM the number of states is not defined by the possible
output events. To choose an adequate HMM configuration we pro-
pose starting from a very simple 2-state model as presented in the
next section. We consider that one of the states models a currently
broken path, where the probability for a packet to reach destination

is zero. The other states models path availability, and the probabil-
ity for a packet to reach destination is given by function h(s), where
s is the packet size. This function models packets lost mostly due
to collisions, but also due to channel noise, packet fragmentation,
buffers overflow, and the type of MAC used.

Starting from the 2-state model, we can compare the model’s
output with the distributions used for its tuning, and assess if the
desired degree of accuracy is achieved. If the results are not accu-
rate, we have to add more states to the model and repeat the process
until the results are satisfactory.

The characteristics of the routing protocol used can be useful to
provide an insight on how to enhance the model (see section 2.3
for an example). In our experiments we did not have to use more
than three states, showing that the model complexity can be kept
low and still provide the desired behavior.

In the two following sections we show how to model the trans-
mission of data streams on MANETS using routing protocols such
as OLSR or DSR using 2-states and 3-states HMMs. In order to
speed up the determination of the optimum values for the model
parameters we also present, for each case and for each parameter, a
set of heuristics that offer good estimates.

2.2 Two-states packet loss burst model

In this section we present the simplest HMM that is able to model
large lost bursts. The idea is to focus on two distinct situations:
when a path towards the destination is lost and no packet can arrive
successfully, and when a path to the destination exists but some
of the packets are dropped due to congestion, transmission errors,
buffers overflow, etc. It consists of a two-states HMM based on the
Markov chain shown in Figure 1 (also known as the Gilbert model).
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Figure 1: Two-state Markov chain for the multi-hop wireless
path model

State B models the situation where a path towards the destination
has been lost; the probability for a packet to reach the destination
is zero. In state F packets arrive to the destination with a probabil-
ity defined by function h(s), where s is the packet size. Mapping
state B with 0 and state F with 1 we obtain the following transition
probability matrix:
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In this work we estimate the different parameters of the HMM
using experiments based on the ns-2 simulator [14] as input. We
have tested several different scenarios with different mobility and
traffic patterns, and we have chosen one that was particularly rep-
resentative in terms of large packet loss bursts. This choice aimed
at stressing the model using a very demanding example.

Our setup consists of a 200 m x 200 m indoor scenario with 80
nodes. The wireless interfaces are based on the IEEE 802.11b stan-
dard with radio range limited to 50 m. The medium access used
is the distributed coordination function (DCF). The node mobility
is generated using the random waypoint model with node speed
between 0 and 2.4 m/s. The source of the reference flow sends
packets with random sizes ranging between 10 and 2300 bytes at
a rate of 50 packets per second. The background traffic consists of
4 UDP sources generating 512 bytes packets at a rate of 4 pkt/s.
We evaluate both a reactive (DSR) and a proactive (OLSR) rout-
ing protocol. Applying a filter to the simulation’s output we obtain



a trace file (ST) where incrementing packet sequence numbers are
tagged with either a 1 or a 0 (for packets received and packets lost
respectively). Our criteria is that all packets that arrive to destina-
tion in less than 300 ms are considered good packets (tagged 1);
the remaining were tagged as lost (0). From this trace we obtain
two other with the lengths of the sequences of consecutive packets
lost (trace C0) and of the sequences of consecutive packets received
(trace C1). These traces will be used as training sequences for the
model calculation.

Using trace ST we first analyzed the correlation between packets
size and the event of losing, or not, a packet. The correlation coef-
ficient found is r? = 6.03 x 10~°, which indicates that the event of
losing a packet is basically independent from packet size. There-
fore, the probability function associated to state F will be fixed at a
constant value h(s) = H.

Using trace CO we calculate the ratio between the total num-
ber of packets lost and the sum of the lengths of CPLs sequences
bigger than one. With trace C1 we do the same with the pack-
ets received. We find that the ratios for the packets received is
high (above 99%), as expected. The interesting result is that the
ratios for packets dropped are also high (above 97%), indicating
that packet loss bursts are the dominant cause of losses, contrarily
to a random-loss situation. Since the main reason for packets lost
in sequence is a route failure, these events shall take place mostly
in state B.

From these results, and since parameter H accounts mainly for
non-consecutive packet losses, we consider that H = 1 — ¢ =
1. This allows us to find the vector of estimated parameter values
ve = (Se, P., H). We estimate S, and P, taking into account that
the runs at each state of a Markov chain are memoryless, having by
definition a geometric distribution. Using this information we find
that run lengths for B and F states have an average size of % and %
respectively. Therefore

Se = i, and P, = i,
Hec Hb

where . is the average length of the sequences of consecutive
packets arriving (CPA), and p; is the average length of the consec-
utive packets lost (CPL), where CPL> 1, that is after removing all
isolated packet losses.

The value H. is estimated using the transition probability ma-
trix A>. We can find the steady-state probability 7 for all states
by evaluating # = wA,. After finding = we can define the exact
probability for a packet to arrive to destination, psyrivai, USINg the
following expression: P

€
Pe + Se (2)

Since we have already estimated values for P and S, and since
Parrival CaN be found using the simulation results, we can obtain
from Equation 2 the value for H..

Starting from the vector of estimated parameter values v, =
(Se, P., H.), we proceeded to find a more precise solution through
an iterative process, which can be any one of the many available in
the literature [8]. We consider that our estimates v, are close to the
definitive ones, and so the method we use is a hybrid iterative/brute
force technique. Starting from the estimated parameter values we
select a search interval for each parameter testing several points in
this interval and choosing the one that minimizes error function f.
In the next iteration we reduce the search interval around the point
that minimizes f in the previous iteration. We proceed with this
algorithm until the output from function f is smaller than a pre-
defined error value (£). This value defines the desired degree of
accuracy of the model.

The minimization function we used was:

Parrival = H.,-m = H.

f :| MCPA—M — MCPA-S |+
HCPA-S

where pcpa—s and pcpa—m refer to the mean values of the con-
secutive packet arrival distribution for the simulator and the model
output respectively, and pcpr—s and pcpr—a refer to the mean
values of the consecutive packets lost distributions. We have cho-
sen this function for minimization since it also allows to set bounds
on the probability of packet arrivals. If we impose that f < £, and
SiNce purrival CanN also be defined as:

HCPA (@
pcpra + peprL

‘HCPL—M”—HCPL—S
HCPL-S

©)

Parrival =

we find that the relative error for parrive: (€) iS bounded by
}—;g <e< }—fg We consider f a good choice because similar
values for pg.rive: Obtained from the simulator and the model will
allow us to perform consistent comparisons when evaluating mul-
timedia application’s software. In fact, if we achieve similar distri-
butions for CPL and CPA but do not achieve very similar values of
Parrival, it Would not be possible to validate the model against the
simulator correctly. It would mean that different goodput values are
achieved with the simulator and with the model, making any kind
of comparison unfair.

Table 1 presents both the v, values and the values obtained through
the iterative process (v;).

Table 1. Estimated parameters values (ve) vs. the values ob-
tained through theiterative process (v;).

DSR OLSR
Ve Vi Ve (1

P |1079%x 1073 | 11x10~3 | 5.44 x 103 5 x 103

S | 1.36x 1073 | 1.3 x 1073 | 2.87 x 103 | 1.85 x 10~3

H 0.99560 0.99998 0.969 0.999

In Table 2 we present a comparison, in terms of consecutive
packets arriving (CPA) and consecutive packets lost (CPL), using
the simulator results, i.e., traces C1 and CO, and the two-states
model using either the values of vector v, or vector v;.

Table 2: Statistical average matching for the estimated and it-
erated model values

DSR | Simulator Model

ve | emor | w; | error
UCcpPA 737,04 554,65 | 24,75% | 746,58 | 1,29%
HCPL 86,91 71,53 17,70% 88,99 2,39%

OLSR | Simulator Model

Ve error v; error
UCPA 348,69 29,58 | 91,54% | 346,96 | 0,50%
UCPL 129,99 17,49 | 86,55% | 129,92 | 0,05%

Figures 2 and 3 show a comparison of the consecutive packet
arrivals patterns and the consecutive packet loss patterns respec-
tively. Using vector v; we compare the probability density function
and the cumulative distribution function for the simulation and for
the model outputs. From figure 2 we can observe that the statistical
distribution provided by the model has a close resemblance with
the simulator output.

Concerning the distribution of consecutive packet losses, figure 3
shows that the two-state model fails in accurately modeling the de-
sired consecutive packets loss pattern for DSR. Concerning OLSR,
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Figure 22 Cumulative distribution function of consecutive
packet arrivals (CPA) for DSR (top) and OL SR (bottom).

we consider that the HMM is able to approximate the consecutive
packet loss distribution satisfactory.

The different precision of the results for the two routing proto-
cols is due to their different routing nature. DSR belongs to the
reactive family of protocols. These protocols are able to reestab-
lish a path very quickly until there are no more available routes
on the source node’s cache. Afterwards they have to proceed with
the possibly high time-consuming process of route discovery until
communication is resumed. Proactive protocols such as OLSR and
TBRPF rely on frequent “Hello” and topology update messages to
manage the routing tables. Therefore, these are not prone to present
the asymmetry encountered with DSR, being more closely modeled
with the two-states HMM presented before. Modeling more accu-
rately DSR’s distribution for consecutive packet losses can be done
at the cost of introducing more complexity to the model. In the next
section we show how a more accurate approach can be described
through a three-state Markov model.

2.3 Three-states packet loss burst model

In this section we present an enhancement of the model described
in the previous section which obtains a much better approximation
of DSR’s packet loss bursts distribution. Analyzing DSR’s behav-
ior we find that path breaks can be either short if breakage is han-
dled by a quick re-routing process using the node’s cache, or long if
a route discovery process is required. Taking into account this dif-
ferent behavior, we replace state B from the two-states model with
states L and R, where state L models short path breakages and state
R models route discovery processes (R). The resulting three-states
HMM is shown in Figure 4.

As in the two-states model, packets arrive to destination in state
F only, with probability H. In states L and R all packets are lost.
Mapping state L as 0, state F as 1, and state R as 2, we obtain the
following transition probability matrix:

ag0 @01 @02 Q P 0
As=| a0 a1 a2 |=| S1 V 5o (5)

a2 a21 a2 0 P Q-
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Figure4: Three-statesMarkov chain for the multi-hop wireless
path model

We work with the traces described in the previous section: trace
ST with the mapping between packet sequence number and packet
received/lost events, trace CO with the lengths of the sequences of
packets lost, and trace C1 with the lengths of the sequences of pack-
ets received. These traces will be used as training sequences for the
model calculation.

As in the previous section, we maintain H = 1—e =~ 1. We clas-
sify consecutive packets lost (CPL) events into two groups choos-
ing a threshold ¢. The value for ¢ can be chosen by determining the
inflection point of the cumulative distribution for consecutive pack-
ets lost, or using any other criteria. Notice that the determination of
the final parameter values through iteration are independent of the
threshold ¢, but better guesses for ¢ allow finding the final values
with fewer iterations. In this example, the value we have chosen
for ¢ is 200 (see figure 5), which is slightly above the inflection
point and corresponds to 4 seconds at a source rate of 50 pkt/s.

We now wish to determine vector ve = (S1., S2., Pi., P2, He)
relative to estimated values. We consider that u. is the average
length of the sequences of consecutive packets arriving (CPA), up
is the average length of the consecutive packets lost (CPL) when
their length is grater than 1 and less or equal than ¢t — 1, and pg
is the average length of the CPL when their length is equal to or
greater than ¢. We can then calculate the values for Si., Sa., Pi.
and P, using the following equations:



Table 3: Estimated parameters values (ve) vs. the values ob-
tained through theiterative process (v;).

[ Ve | vi |
S, | 1.2735 x 102 1.173 x 10~3
S2 | 0.08324 x 1073 | 0.07669 x 10~3
P | 59.21x10°° 59.2 x 103
P, | 0.79821 x 1073 | 0.7982 x 1073
H 0.99916 0.9999

Table 4: Statistical average matching for the estimated and it-
erated model values

DSR | Simulator Model

ve | error | w; | error
HCPL 86,91 28,59 | 67,1% | 85,82 | 1,25%
pcra 737,04 268,15 | 63,6% | 737,12 | 0,01%

Si. = - P(CPL<t|CPL> 1), (6)
Sy, = ui . P(CPL > ¢|CPL > 1) %
Ple = i, and Pze = i (8)

Hb UB

The values obtained from these expressions allow to evaluate the
transition probability matrix As, and after that to determine the
steady-state probability for all states, 7, obtaining:

o) =m = (14 o= 4 32 ) ©)

Py, + P,

The expression parrivar = He - w1 gives us the exact probability
that a packet arrives to destination, and it is used to calculate the
value for H,, thus completely defining vector v.. We then find the
final parameters values using the same methods exposed in the pre-
vious section. Table 3 presents both the vector of estimated values
(ve) and the vector of values obtained through the iterative process
(v3).

Table 4 presents a comparison of the mean errors when compar-
ing traces C1 and CO obtained from the simulator with the same
traces obtained using the three-states model using either the values
from vector v, or from vector v;. The comparison is made in terms
of consecutive packets arriving (CPA) and consecutive packets lost
(CPL). We observe that now the probability density function and
cumulative distribution function obtained with the model fit the de-
sired distribution with a much higher degree of accuracy, as shown
in figure 5. It is evident that the introduction of two loss-states
instead of one improves the behavior of the model’s cumulative
distribution curve. We also observe from the probability density
function that our model can reproduce very large bursts.

Concerning the consecutive packet arrivals distribution, both den-
sity and cumulative distribution functions are very similar to the
ones obtained with the two-states model, as expected. Though the
model could be further extended in order to achieve small values of
consecutive packet arrivals, thus offering a better approach to the
cumulative distribution curve of the simulator, we consider that it
is an irrelevant issue to our purpose.

3. VALIDATION

We now validate the models proposed in Sections 2.2 and 2.3,
verifying their correctness and adequateness for the purpose of eval-
uating multimedia streaming applications.
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Figure5: Probability density function and cumulative distribu-
tion function for packet lossbursts

For that purpose, we will define a set of metrics that measure
packet loss bursts. Then, we will get these metric values for both
the simulator and model outputs in order to verify the effectiveness
of our models.

3.1 Measuring packet loss bursts

Before detailing the different metrics proposed to characterize
packet loss bursts, we provide a definition of the boundaries of
a packet loss burst specifically designed for video and audio data
flows. We consider that data flows belonging to different applica-
tions will not be affected by packet loss bursts in the same way. It is
also important to point out that loss burst measurements are always
done focusing on a single traffic flow, and not for all the traffic in
the network, even if there are other similar flows.

We define the burst start threshold as the minimum number of
consecutive packets that have to be lost to consider the presence of
a burst. We also define the burst end threshold, as the minimum
number of consecutive packets arriving to the destination after a
loss burst to consider that communication has been adequately re-
sumed. The burst start and burst end thresholds will depend on the
type of information sent and the packetization granularity. For ex-
ample, if we consider that at least one entire video frame has to be
lost for a burst to be meaningful, and that one entire frame has to
arrive for communication to be resumed, the burst start threshold
and the burst end threshold will have the same value and it will
be equal to the number of packets per frame defined in the video
codec.

We will now proceed with the definition of some indicators to
describe packet loss burst occurrences. The most simple indicator
is packet burst percentage (PBP), defined as:

K
PBP(%) = Z:TIB (10)
where B; is the size of loss burst ¢ in number of packets, K is the
total number of loss bursts and IV the total number of packets sent.
The PBP gives a measure of the relative burst incidence. To mea-



sure the relative impact of bursts over the total number of packets
lost L, we define the Relative Burstiness (RB) metric as:

YK B
B = &=t
R L

,0<RB<L1 (11)

In a situation where most packets are lost in a random manner the
RB parameter approaches 0, while when packet loss bursts domi-
nate, RB will be greater than 0.5.

This parameter allows us to detect where the network needs more
improvements: if on the routing protocol side (RB > 0.5) or on
the MAC support for traffic flows (RB < 0.5).

Both these indicators are burst size independent. They equally
penalize very small bursts occurring in a distributed fashion and
very large bursts if the total number of packets lost is the same.
From the user point of view, however, long communication breaks
may be unacceptable. To take into account such discrepancies, we
introduce the Burstiness Factor (BF):

Y B
BF:%,OSBFSl (12)

The BF is a metric of the impact of the re-routing time of dif-
ferent routing protocols over a given flow; smaller values indicate
that interruptions caused by routing protocols are either fewer or
smaller.

Though BF is a good indicator to measure improvements on
routing protocols, it does not take into account the relative posi-
tion of the bursts, which can have different impact on multimedia
streams from a codec point of view. We therefore introduce the
media smoothness factor (MSF):

T
I F?
ET_I,OSMSFSI (13)

MSF =

where T is the total number of inter-bursts or burst delimited

periods, identified as F;, and IV is the total number of packets. Fig-

ure 6 shows an example of plotting the values of F; and B;. In this

example the burst start and burst end thresholds are set to 3 packets,

thus obtaining K = 2 and T' = 3. Applying this threshold we have
two well defined loss bursts and three burst delimited zones.
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Figure 6: Example of plotting the values of F; and B;

Consecutive packets lost

The MSF measures the fluidity experienced by a multimedia data
stream; obviously, M. SF > BF must hold for communication to
be sustainable. To better understand the different properties of BF
and MSF, we propose a case study scenario, depicted in figure 7,
where we have a train of K bursts of length G, separated by ex-
actly X packets. The burst sequence is centered so that Y packets
separate the first and last bursts from the beginning and end of the
observation period, whereY = (N - K -G — (K — 1) - X)/2.

In this scenario BF = v/K x G/N, which is independent from

Packet drop burts -

Figure 7: The BF vs M SF case study scenario
the bursts separation value (X), while:
VE-1)-X2+2-V2

N )
depends not only on the size and number of bursts, but also on

the distance between them. Considering that the upper limit for X
when Y = 0 is given by:

MSF =

(14)

N-K-G
Xmam—ﬁ (15)

we can normalize Equation 14 using z = X/ X 44, Obtaining:

-K-G 2?2 1
. Z.(1=-2)2 (1
K6 Jitta-a o

Figure 8 shows the behavior of Equation 16 as a function of K,
taking & = 0.02.

Equation 14 reaches its minimum when z,,, = ym =
This indicates that the minimum value of MSF is reached When
interruptions on communication are evenly separated, that is, when
distance between loss bursts is equal to the distance to the extremes.

The normalized expression for zmin iS'

Tm K —

= — K >2 17
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which depends solely on the number of loss bursts present on the
sequence.
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Figure8: M SF variation with distance between bursts

We can directly check the results from figure 8, and also check
that it approaches 1 for large values of K. Since typically we will
have a large number of gaps (K > 1), the MSF will be mono-
tonically decreasing. This result allows us to conclude that MSF
offers a measure of burst concentration for similar values of BF,
increasing as the concentration of bursts increases.

Finally, we have defined four metrics for analyzing packet loss
bursts: the PBP (burst percentage), the RB (relative burstiness),
the BF (burstiness factor), and the MSF (media smoothness fac-
tor). These metrics give us different information about loss burst
patterns, and they will help us in the model validation process.

3.2 Validation process

We now apply the previously defined metrics to compare the
two-states and three-states HMMs results with the simulator’s out-
put when using the DSR protocol.



We set the burst start threshold equal to the burst end threshold
for the sake of simplicity in the presentation of results.

The bursts percentage over the total number of packets sent (PBP)
and the RB parameter vary with increasing thresholds for burst
start/end values, see figure 9.
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Figure9: PBP (top) and RB (bottom) comparison

The RB parameter represents clearly the relation between packet
losses that pertain to bursts and those that don’t. As it can be seen,
the three-states model approaches the reference curve from the sim-
ulator with greater accuracy than the two-states model.

In figure 10 we compare the output from the HMMs and the
simulator in terms of the Burstiness Factor (BF) and the Media
Smoothness Factor (MSF).

We observe that the results for the three-states HMM are much
closer to the reference values. We consider that the degree of accu-
racy achieved is acceptable for applications such as video codec en-
hancing and tuning. In terms of the MSF, which takes into account
consecutive packet arrivals instead, we observe that the three-states
HMM approaches the reference MSF value with increasing thresh-
olds. The slight difference is expected since the accuracy of the
consecutive packet arrivals distribution was not the main focus of
our model. It could be improved by increasing the number of states
in the HMM, similarly to was done for DSR’s consecutive packet
losses distribution.

To further validate our model, we now proceed comparing the
results in terms of video quality achieved with the model against
the ones obtained with the simulator. To perform this comparison
we replace the randomly generated data stream used initially with
streams of well-known QCIF video sequences, namely: foreman,
container and flower, each replicated to be 300 seconds long. In our
analysis we used the H.264 video codec framework [15] in order to
obtain both the input video trace files and the output video quality
results for the simulator and the model.

The metric we use is video distortion, also known as Peak Signal-
to-Noise Ration (PSNR), which is the most commonly used objec-
tive video quality metric.

In figure 11 we present a box-plot comparison between the simu-
lation values and the model values using the three video sequences
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Figure 10: BF (top) and M SF (bottom) comparison
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Figure 11: Box plotsfor the video distortion achieved with the
simulator and HMMs for the foreman, container and flower
QCIF video sequences.

under test. The box plot represents the minimum, the median, and
the maximum values (the three crosses), and the box contains the
values between the 0.250 and the 0.750 quantiles of the data. The
figure clearly shows that the results achieved with the model closely
resemble the ones achieved via simulation. These results, along
with the previous ones, allow us to conclude that the model pro-
posed offers a behavior quite similar to the one we wish to obtain.

4. A MODEL’S APPLICATION EXAMPLE

In this section, to illustrate the applicability of our models, we
use them as a tool to speed up the evaluation and tuning of a video
codec (in this example, an H.264 video codec). We measure the
impact of the different steps required for simulation and data ex-
traction using the ns-2 simulator and HMMs for both DSR and
OLSR. We simulate the streaming of a typical movie 1 hour and
30 minutes long. Results presented in table 5 allow comparing the
time consumed at each step using the ns-2 simulator only or using
HMMs when the chosen routing protocol is DSR. The values pre-
sented are achieved on a dual 2,6 GHz Pentium-1V server with 2
Gbytes of RAM running GNU/Linux version 2.4.22.

Notice that when using only ns-2 steps I, Il and 111 must be re-



Table 5: Duration of different simulation steps using the ns-2
simulator or HMMs

ns-2 HMMs
I- Mobility generation (s) 840 840
I1- Single simulation time (s) 1320 1320
I11- Extraction of packet loss details (s) 60 60
IV- Determining model parameters (s) - 3600
V- Single simulation time using HMM (s) - 0,40
100 simulations total time 61h40m | 1h38m

peated every time. When using HMM s steps | to IV are only per-
formed once, and step V is the only one repeated.

Results show that almost all the time is consumed in simulation
and in the determination of model parameters. Once that is done,
though, the execution of the model is very quick. Relatively to
the entry named “Determination of model parameters”, we wish
to point out that this time takes into account not only the time to
determine the initial estimates for the different parameters (v. ), but
also to find the final iterated values (v;). In the bottom of both
tables we present the estimated time to run 100 simulations, a value
required to extract statistically significant results.

Relatively to the improvements achieved, we find out that our
algorithm allows execution 38 times faster when using DSR, and
up to 74 times faster when using OLSR. This difference is due to
the time taken by each simulation run when using OLSR: 9720 s.

In terms of trace file output we find that, comparing trace file
sizes, the model’s output is 300 to 12000 times smaller than the
simulator’s output, though the output from the last can be reduced.
Concerning real-life experiments, the trace file size can be reduced
to the size of the HMM’s trace file.

Optimal tuning of the video codec using both the simulator’s out-
put and the HMM’s output was also performed. We find that the
most error-resilient parameter choices for the codec are the same
with both solutions, which allows us to conclude that the methods
and techniques exposed in this paper fit our purpose adequately.

5. CONCLUSIONS

In this work we proposed an alternative to evaluate multime-
dia streaming applications in MANETS avoiding repetitive, time-
consuming simulations. Our solution, based on hidden Markov
models, allows to evaluate the effects of packet loss and arrival
patterns when streaming a compressed audio/video sequence in
MANETS using different routing protocols.

Results show that a two-states model is effective in modeling
packet loss bursts when using a proactive protocol such as OLSR,
though failing to accurately model MANET behavior when using a
reactive protocol such as DSR. This occurs because DSR’s mecha-
nisms present a higher level of asymmetry, thus requiring a three-
states HMM.

We finally validated our models showing that the proposed HMMs
provide similar results in terms of the loss burst metrics we defined
and also in terms of video distortion.

We showed an application of our models to the design and eval-
uation of a video codec. We obtain very significant gains in terms
of simulation time and disk space usage, while achieving the same
configuration in terms of optimal codec tuning.

Overall, we consider that the strategy presented in this paper has
proved to be an adequate alternative to the developers of multime-
dia streaming applications for MANETS, showing excellent results
in terms of both accuracy achieved and speedup.

As future work we plan to validate both models in real-life sce-
narios using both families of routing protocols and different traf-
fic/mobility patterns.
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