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Abstract

Considerable research effort is being devoted to the development of image-enhancement algorithms, which improve

the quality of displayed digital pictures. Reliable methods for measuring perceived image quality are needed to evaluate

the performances of those algorithms, and such measurements require a univariant (i.e., no-reference) approach. The

system presented in this paper applies concepts derived from computational intelligence, and supports an objective

quality-assessment method based on a circular back-propagation (CBP) neural model. The network is trained to predict

quality ratings, as scored by human assessors, from numerical features that characterize images. As such, the method

aims at reproducing perceived image quality, rather than defining a comprehensive model of the human visual system.

The connectionist approach allows one to decouple the task of feature selection from the consequent mapping of

features into an objective quality score. Experimental results on the perceptual effects of a family of contrast-

enhancement algorithms confirm the method effectiveness, as the system renders quite accurately the image quality

perceived by human assessors.

r 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Algorithms for digital picture enhancement aim
at improving the overall quality of displayed
e front matter r 2005 Elsevier B.V. All rights reserve
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images. The effectiveness of those algorithms is
determined by their impact on image quality as
perceived by consumers; hence, reliable methods
for assessing perceived image quality are needed.
Subjective testing [1–3] is the conventional

approach for that purpose; it is essentially based
on asking human assessors to judge the overall
quality of a set of images. When properly
implemented, subjective methods yield accurate
d.
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results but are time-consuming and therefore
expensive.
Objective models of image quality [4–21],

instead, estimate perceived quality while bypassing
human assessors. These models predict image
quality by processing numerical quantities (‘‘ob-
jective features’’) extracted from images. To be
both consistent and effective, objective methods
must match with perceived image quality as
measured by subjective testing. Most objective
models [4–18] aim at predicting image fidelity or
image dissimilarity: the quality measure is based
on the difference between a ‘‘distorted’’ image
(e.g., by noise or compression) and the original
image (as a reference). Thus, these models can
follow a ‘‘bivariant’’ approach. Some methods
[4–11,14,17,18] quantify the difference in quality
between compared pictures by using a Minkowski
metric, whereas others [4–13,15,16] simulate the
human visual system by taking into account
aspects such as light adaptation, the contrast-
sensitivity function, masking, etc.
When, however, one aims at predicting the

quality of enhanced images, a bivariant approach
is often ineffective. The difference between ‘‘pro-
cessed’’ and original images is expected to im-
prove, rather than degrade, image quality; thus,
this difference is not necessarily a good measure of
the resulting perceived quality. In the specific case
of picture-enhancement algorithms, one has to rely
on a ‘‘univariant’’ approach, i.e., to assess the
perceived quality from processed images only.
Univariant approaches have recently been pro-
posed for that purpose [10,11,18–21], and are
based on a non-linear function of image features.
However, existing univariant approaches have
been designed to assess the quality of compressed
images rather than enhanced images.
This paper presents a method that uses neural

networks [22] for the objective assessment of
enhanced pictures. A circular back-propagation
(CBP) feedforward network [22] processes objec-
tive features extracted from an enhanced image,
and returns the associated quality score. As the
proposed method does not require information
from the original image, it should be considered as
a univariant method. The model exhibits several
similarities to the neural-network system effec-
tively used for the quality assessment of MPEG
video streams [23]. In both cases, the approaches
exploit the ability of feedforward neural structures
to support a general paradigm for complex
mathematical models. The overall goal of
both methods is to mimic perceived image
quality, rather than design an explicit model of
the human visual system. This reduces the number
of assumptions that are typically needed to model
perceived image quality analytically; moreover,
the problem of selecting objective features can be
decoupled from the design of the function that
maps those features into quality rates. With
respect to [23], this paper shows that the
neural-based framework can be effectively applied
to quality assessment of still, uncompressed
images. To achieve this goal, the present research
proposes a non-parametric feature-selection
criterion based on the Kolmogorov–Smirnov test
to define an effective objective metric; further-
more, the introduction of an ensemble strategy
into the neural-network architecture allows the
model to reduce the variance in the estimated
quality values.
Section 2 justifies the choice of a univariant

paradigm. Section 3 describes the feature-selection
criteria and the design of the set of objective
metrics. Section 4 presents the CBP neural model
and discusses its specific advantages in imaging
applications. Section 5 reports on experimental
results supporting the proposed approach. Some
concluding remarks are made in Section 6.
2. Univariant approach to image-quality assessment

The lack of universally reliable objective models
of image quality motivates the search for new
methods that can automatically measure the
quality of enhanced pictures. The overall problem
can be set formally as follows. Denote by I the
space of all possible images; a filter, gðÞ, can be
viewed as an isomorphism that maps each image
into the associate enhanced image: g : ðI! IÞ.
Thus, the perceptual phenomenon is represented
by a function, QðI ; g Ið ÞÞ, which associates the
pair of images fI ; gðIÞg (original and enhanced
images, respectively) with a scalar measure of the
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Fig. 1. The neural network system for assessing image quality.
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perceived quality:

Q : I� I! �1;þ1½ 
. (1)

Here the quality score is normalized to the range
[�1,+1] without loss of generality.
The univariant paradigm assumes that only the

subset of filtered (processed) images of Q is
actually available to the end user. Thus, although
the mapping to be modeled still remains (1), the
perceptual phenomenon can be studied by project-
ing the input domain onto the subspace, I0, of
filtered images only:

Q : I0 ! �1;þ1½ 
. (2)

The problem setting (2) gives the scientific basis
for univariant approaches [10,11,18–21]. The
performance requirement implies that any ap-
proach to the implementation of (2) must con-
sistently reproduce human perception, which, in
any case, has to be measured experimentally. This
gives rise to a major problem of statistical
inference, as the virtually infinite size of the input
space, I0, makes an exhaustive-search approach
unfeasible. The only reasonable way of limiting the
statistical complexity of the problem (2) seems to
be a reduction in the data-space dimensionality. In
the area of image processing, this can be done by
exploiting a feature-based representation of
images. If jðIÞ denotes the feature-extracting
operator that maps the image space, I0, into the
(lower-dimensional) feature space, F, the original
problem (2) is turned into the lower-dimensional
formulation:

Q ¼ QF  j, (3)
where the quality-assessment phenomenon is
mapped by the operator QF : F ! �1;þ1½ 
.
The present study of objective quality assess-

ment is based on the problem setting (3) and is
illustrated in Fig. 1. The formulation (3) highlights
the advantages of the divide-and-conquer strategy
implemented by a feature-based representation. It
allows one to reduce complexity by decoupling the
prediction of image quality into two tasks: (1)
selection of the features jðIÞ, which, when chosen
properly, result in an effective descriptive basis for
the images, and (2) design of the mapping function
QF , which may be highly non-linear and even
mimic unknown perceptual mechanisms.
To accomplish the first task, a statistical analysis

of possible descriptors was made in order to
identify those able to provide useful information
about the quality-related image characteristics.
The second task takes advantage of the ability of
CBP structures to deal with multidimensional data
characterized by complex relationships, which are
learned from examples by using a training algo-
rithm. The filter chosen for this study is a contrast-
enhancement filter. Hence, the set of natural
images are limited to gray-scale pictures repre-
sented by 8 bits per pixel.
3. Feature-based description of images

3.1. Block-based description of images

The goal of the present research is to evaluate
the validity of the approach described in Fig. 1 to
predicting the quality of enhanced images. The
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objective features characterizing the images are
determined at signal level, i.e., they are based on
pixel values. In principle, one can define features
characterizing an image at a global level, such that
each feature gives a single value for the whole
picture. In practice, natural images are often too
complex to be analyzed at a global level: the
perceived quality of a picture may be conditioned
by detail-related issues, which might not be
considered by global image descriptors. Therefore,
in this work, objective features are extracted from
an image on a block-by-block, local basis for the
purpose of characterizing effectively the space-
variant nature of perceptual mechanisms. For the
block size, a value of 32� 32 pixels is chosen
mainly because this value gives the best tradeoff
between the rendering of local details and the need
for reducing space dimensionality. The following
notation indicates the basic quantities used
throughout the paper.

Notation and conventions
�
 C ¼ fI sð Þ; s ¼ 1; . . . ; npg is the set of original
images.
�
 g1ð�Þ, ðl ¼ 1; . . . ; neÞ is the family of ne enhance-
ment filters, whose quality effects must be
evaluated.
�
 BðIÞ ¼ fbðIÞ
q ; q ¼ 1; . . . ; nbg is the set of blocks

obtained by splitting the image I into nb squares.

�
 F ¼ ff k; k ¼ 1; . . . ; nf g is the set of nf objective
features describing an image.
�
 f
ðsÞ
kq is the value of the feature f k 2 F for the qth

block of the sth image I ðsÞ 2 C.
�
 I
_ðs;lÞ

¼ glðI
ðsÞÞ is the enhanced image obtained by

processing I ðsÞ 2 C by the th filter.
�
 f
_ðs;lÞ

kq is the value of the feature f k 2 F for the qth

block of the image I
_ðs;lÞ

.

�
 Throughout the paper, as a general convention,
the rounded-hat symbol _ will denote quantities
measured after the application of an enhance-
ment filter.

From a modeling perspective, one must take
into account that human assessors usually gen-
erate one overall quality score per image. Hence,
somehow the block-based information has to be
transferred into one vector per image, which has to
be associated with this single score. To achieve this
goal, the framework assembles such a vector by
global-level statistical descriptors of the f k as
follows.

The construction algorithm for neural-network

inputs
(1)
 Given an image I
_ðs;lÞ

enhanced by the lth
filter, compute the following quantities:

f M
k ¼ median f

_ðs;lÞ

k1 ; . . . ; f
_ðs;lÞ

knb

� �
,

f S
k ¼ stdev f

_ðs;lÞ

k1 ; . . . ; f
_ðs;lÞ

knb

� �
; k ¼ 1; . . . ; ny,

ð4Þ

where ny is the number of active features that
have been selected for the set Y . _ðs;lÞ
(2)
 Assemble the vector ~x s;lð Þ for the image I as

~x s;lð Þ
¼ f M

k ; f S
k ; k ¼ 1; . . . ; ny

� �
. (5)
The median operator is adopted because of its
inherent robust statistical behavior. As a result, in
the neural-network quality-assessment system,
each image is represented by a unique input
pattern, which is obtained by applying a two-step

methodology: first, the image I
_ðs;lÞ

is analyzed on a
block-by-block basis; secondly, statistical descrip-

tors are used to generate the objective vector ~x s;lð Þ,
whose dimensionality d ¼ 2ny is twice the number

of features included in the eventual objective metric.
The block-based description BðIÞ of the image

can be designed according to two different
approaches. The first approach uses overlapping
blocks, whereas the second is designed to split the
image into non-overlapping squares. The last
methodology might be suboptimal as the block
edges may interfere with the extraction of appro-
priate features, but it has the advantage of lower
computational complexity. In view of this, the
approach based on overlapping blocks should only
be preferred in the case where it allows a more
effective statistical description of the image.
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3.2. Features definition

The features in F describe the image content in
terms of luminance distribution, spatial orienta-
tion, frequency energy distribution, etc. They can
be grouped into three families:
1.
 Features derived from the first-order histogram
of image blocks, which describe the probabil-
istic distribution of gray levels within a picture.
2.
 Features derived from the co-occurrence matrix
(also called ‘‘second-order histogram’’).
Cðgi; gj ; r;oÞ denotes the co-occurrence matrix
[24] associated with the probability distribution
of pairs of pixels with gray levels gi and gj,
respectively, and are separated by r radial units
at angle o to the horizontal axis. Features
derived from Cðgi; gj ; r;oÞ are effective for the
characterization of textural properties [24,25].
3.
 Features derived from a frequency-based repre-
sentation.
Information on image complexity can also be
derived from the image’s frequency energy
content, which is described by the discrete
cosine transform (DCT) of each block [26].

The complete set of features is listed in
Appendix A.

3.3. A statistical approach to feature selection

A subset of extracted features may be insignif-
icant or redundant to describe the part of an image
that determines its perceived quality. The present
study uses a statistical approach to selecting only
those features that seem to carry most of the
information about the effects of image-enhance-
ment filters on the perceived quality.
The analysis starts from the complete feature

set, F, and selects only the subset of statistically
‘active’ features. A feature is active if its statistical
properties differ significantly from their original
values after the application of an enhancement
filter. Thus, for each objective feature f k 2 F, the
analysis compares the statistical properties of two
samples: one contains the values of f k for a set of
original, unfiltered images, the other holds the
values of f k for a set of enhanced images. To
guarantee the statistical independence of the two
samples, the two sets of images are disjoint. This
means that the original images used to create the
(latter) set of enhanced pictures cannot be included
in the (former) set of unfiltered pictures. The
feature values are worked out on non-overlapping
blocks of pixels randomly extracted from each
image.
If the two data sets for f k do not appear to have

been drawn from the same distribution, then f k is
selected as an ‘active’ feature. Toward this end, the
mutual independence of the data sets allows one to
use the Kolmogorov–Smirnov test (denoted by KS
for short) [27]. KS is the most widely accepted test
for evaluating differences between continuous
distributions, and has been preferred to parametric
tests such as Student’s t-test because one usually
cannot assume a normal distribution of the data
sets involved. In this case, KS is used to disprove
the null hypothesis, i.e., the two data sets are
drawn from the same population. The feature
selection algorithm can be outlined as follows.

The feature-selection algorithm
0.
 (Set-up: normalization factors)
For each objective feature f k 2 F, k ¼ 1; . . . ; nf ;
for each image I ðsÞ 2 C, s ¼ 1; . . . ; np

0.a. Apply the ne filters, split each resulting
image (including the original ones) into nb

blocks, and compute the exhaustive set of
feature values, Ok:

Ok ¼
[np

s¼1

f
ðsÞ
kq; q ¼ 1; . . . ; nb

n on

[ f
_ðs;lÞ

kq ; l ¼ 1; . . . ; ne; q ¼ 1; . . . ; nb

� 		
,

2 k ¼ 1; . . . ; nf : ð6Þ

0.b. Calculate the .05 and the .95 percentiles
(x

ðkÞ
:05and x

ðkÞ
:95, respectively) for the values

in Ok.

1.
 (Data set construction)
For each enhancement filter ðl ¼ 1; . . . ; neÞ
1.a. Create two disjoint sets, CðlÞ

1 \CðlÞ
2 ¼ +,

each resulting from randomly extracting
ndpnp=2 images from C.
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1.b. Apply the filter gl to every element of C
ðlÞ
2

to obtain C
_ ðlÞ

2 ¼ I
_ðm;lÞ

; 8I ðmÞ 2 CðlÞ
2

� 	
.

1.c. Compute each feature f k 2 F
(k ¼ 1; . . . ; nf ) for each image, and gener-
ate the sets L lð Þ

1k and L lð Þ
2k:

LðlÞ
1k ¼ f

ðmÞ

kq ; 8I ðmÞ 2 CðlÞ
1 ; q 2 BðI ðmÞÞ

n o
,

L
_ ðlÞ

2k ¼ f
_ðm;lÞ

kq ; 8I
_ðm;lÞ

2 C
_ ðlÞ

2 ; q 2 BðI
_ðm;lÞ

Þ

� 	
.

ð7Þ

We recall that BðX Þ is the set of nb non-
overlapping blocks extracted from the
image X .

1.d. Normalize each element of L lð Þ
1k and L

_ lð Þ

2k to
the range [�1,1]

f ðmÞ

kq
¼
def
2

f
mð Þ

kq � x
ðkÞ
:05


 �
x
ðkÞ
:95 � x

ðkÞ
:05


 � � 1,

f
_ðm;lÞ

kq
¼
def
2

f
_ðm;lÞ

kq � x
ðkÞ
:05

� �

x
ðkÞ
:95 � x

ðkÞ
:05


 � � 1. ð8Þ

Let L lð Þ
1k and L

_ ðlÞ

2k be the normalized sets of
(7), respectively, including the values cal-
culated in (8).
2.
 (Kolmogorov– Smirnov test)
Assemble a probability vector, ~p,defined as

p½k; l
 ¼ pKSðL
ðlÞ
1k;L

_ ðlÞ

2kÞ;

k ¼ 1; . . . ; nf ; l ¼ 1; . . . ; ne ð9Þ

where pKSð�; �Þ is the significance result of the
KS test under the null hypothesis that the data

sets L lð Þ
1k and L

_ ðlÞ

2k have been drawn from the

same distribution.

3.
 (Feature ranking)
3.a. Set a reference confidence threshold, e.g.

p� ¼ 0:1
3.b. Compute the indicator vector, ~t, as

t½k; l
 ¼
1 p½k; l
pp�

0 p½k; l
4p�

(
k ¼ 1; . . . ; nf ;

l ¼ 1; . . . ; ne, ð10Þ
3.c. Assemble the occurrence vector, ~o, whose
kth element counts, over all possible filters,

the event ‘‘the data sets L lð Þ
1k and L

_ ðlÞ

2k are not

drawn from the same distribution’’; thus,
0po½k
pne, and

o½k
 ¼
Xne

l¼1

t½k; l
; k ¼ 1; . . . ; nf . (11)
4.
 (Output)
Assemble the final feature set by including
those features f k for which o½k
 exceeds a
threshold, o�pne:

f k 2 Y3o½k
Xo�. (12)

The above algorithm gathers in the set Y the
features whose statistical properties are signifi-
cantly altered by the enhancement filters. The
threshold value o� determines the number of filters
for which the event ‘‘the statistical properties of
the feature f k are altered (as per the KS result) by
the enhancement filter’’ must occur in order to
allow one to select f k from F. Its value is set
empirically because it depends (1) on the shape of
o½k
 and (2) on the expected dimension supported
by Y. The final validation of the set Y comes from
the performance of the whole system that assesses
the objective image quality.
The feature-selection algorithm uses the infor-

mation about the original images, yet the overall
objective approach can still be considered as
univariant. Indeed, the original images only help
select the important features for the whole set of
enhancement filters, and such a selection should be
done only once at start-up. At run time, those
features are evaluated on the enhanced images
only, and enter the CBP neural network to
estimate the related quality score.
4. Neural networks for image-quality estimation

4.1. The circular back-propagation model

The role of a feedforward neural network is to
map feature-based image descriptions into scalar
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values, which should represent the perceived image
quality. Efficiency requirements (i.e., the storage
size of the parameters) and generalization issues
(i.e., the NN performance over data not used for
training) drive the design of the neural-network
model. The computational paradigm of feedfor-
ward neural networks [28] aims at implementing a
stimulus-response behavior by properly combining
several layers of elementary units (‘neurons’); the
resulting structure supports a unidirectional flow
of information. Each unit involves a simple, non-
linear transformation of weighted inputs, and
theory proves that feedforward networks embed-
ding a sigmoidal non-linearity can support arbi-
trary mappings. The MultiLayer Perceptron
(MLP) model [28] belongs to this class of net-
works, and applied research shows that MLP
performs effectively whenever few computing units
with a global scope can determine the target-
mapping function.
The ‘‘Circular Back Propagation’’ (CBP) net-

work [22] extends the conventional MLP model by
adding one input, which is the sum of the squared
values of all the network inputs. The quadratic
augmentation does not affect the fruitful proper-
ties of the MLP structure. CBP networks can map
both linear and circular separation boundaries.
Moreover, the selection of either model is entirely
data-driven and comes from the empirical training
process: the selection of a model does not require
any a priori assumption. Such an adaptive
behavior makes CBP networks suitable for appli-
cation to perceptual problems, whose domain
structure is often obscure.
The CBP architecture involves two layers of

neurons, as illustrated in Fig. 2. A d-dimensional
vector, ~x, supplies the input feature values,
computed as described in Section 3. Those
quantities connect to an intermediate hidden layer,
including nh neurons. First, each hidden neuron
weights the input values by a specific set of
coefficients; then, it applies a sigmoidal non-
linearity:

au ~xð Þ ¼ sigm wu;0 þ
Xd

k¼1

wu;kxk þ wu;dþ1

Xd

k¼1

x2k

 !
,

u ¼ 1; . . . ; nh, ð13Þ
where sigmðruÞ ¼ ð1þ e�ru Þ
�1, {wu,k} is the set of

coefficients (‘‘weights’’) and wu,0 is a bias term. The
last, quadratic term in the argument of the sigmoid
represents the additional input to the conventional
MLP; the notations ru and au conventionally stand
for the stimulus and activation of the uth neuron,
respectively. The output layer provides the final
response y (i.e., the assessment of perceived
quality) by a similar transformation

y ~xð Þ ¼ sigm w0
0 þ

Xnh

u¼1

w0
uauð~xÞ

 !
, (14)

where fw0
ug and w0

0 represent the output coefficients
and the output bias, respectively.
A neural network can be regarded as a non-

linear computing device having the set of weights
as its own degrees of freedom; the training process
adjusts those coefficients in such a way that the
network is able to reproduce the desired input/
output mapping. Toward this end, except for
trivial cases, one has a sample-based formulation
of the input/output behavior, which is described
by a training set of input patterns with their
expected responses. The empirical nature of the
training sample makes the adjustment process
data-driven, and is also the main reason for the
remarkable flexibility of neural-network models.
For a given setting of the weights, W, that

characterize a neural network, a performance cost
measures its mapping accuracy on the training set.
In the case of MLPs, the usual cost function is the
mean square error, EW , between the expected
responses (the image quality scores from human
assessors) and the actual network outputs. Thus,
the network-training process is regarded as an
optimization problem, which can be expressed as

min
W

EW ¼ min
W

1

np

Xnp

s¼1

tðsÞ � yð~xðsÞ
Þ

h i2
, (15)

where np is the cardinality of the training set (one
pattern per image), and tðsÞ and yð~xðsÞ

Þ denote the
desired and actual network outputs, respectively,
for the training pattern, ~xðsÞ.
In practice, the learning problem (15) is tackled

efficiently and effectively by the back-propagation
algorithm [28] (BP), which uses a stochastic
gradient-descent strategy over the weight space.
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The availability of this powerful tool represented
the boosting factor to the practical impact of the
MLP neural model. The research presented in this
paper adopted an accelerated version [29] of
classical BP in order to further increase conver-
gence speed.

4.2. Using ensembles of CBP networks

A neural network designed and trained as
described in Section 4.1 operates as an estimator
whose predictions are always subject to some
error, due to statistical fluctuations of the empiri-
cal sample drawn to form the training set. A
typical approach to increasing the reliability of the
neural stage is to replace the single network with
an ‘‘ensemble’’ of different estimators [30] trained
on the same problem. The statistical reason for
this procedure is that the error, �2, on the estimate
with respect to the sample can be described by a
bias/variance decomposition [31]:

�2 ¼ b2 þ s2. (16)

The bias term, b2, comes from using a possibly
inappropriate estimation model, hence it results in
a fixed offset and can be measured. The second
term, the variance (s2), is due to statistical noise in
training data and can be minimized by simply
averaging over many independent realizations [30].
As such, the parallel use of several networks
(Fig. 3a) can help reduce the variance of the
overall quality assessment. In principle, a set of N

statistically independent elements can ideally
reduce the estimation variance to s̄2 ¼ s2=N. Such
a straightforward approach has been successfully
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exploited in various real applications of neural
networks [32,33].
The crucial issue, however, is to obtain inde-

pendent estimators. The simplest approach con-
sists in randomly splitting the training data into as
many disjoint subsets as ensemble elements in
order to ensure the absence of correlation. As this
requires a huge number of empirical samples, a
more frequent solution is to train different net-
works on the same data set, but starting the
optimization process under different initial condi-
tions. This method suffers from the drawback that
the obtained estimators may usually prove to be
highly correlated.
In those cases where few patterns are available

as compared with the data dimensionality,
an alternative approach consists in partitioning
the input space into several subspaces and in
training a specialized neural network for each
subspace. The subspaces are typically disjoint;
averaging the outcomes of the local estimators
provides the overall estimate. The following
section will show that the particular nature of
the image features that compose the input
vector, ~x, allows one to split ~x into N subvectors
of lower dimensionality. These subvectors form
the training sets for each network in the ensemble
(Fig. 3(b)). The cognitive rationale is that the data-
space partitions contribute to the global estima-
tion task in a coordinate, but (ideally) indepen-
dent, fashion.
4.3. Generalization issues in feature selection and

network design

The problem of designing an estimator that
proves effective at run time ultimately involves the
complexity of the trained model, which should be
kept to a minimum. In fact, taking into account
generalization issues while designing a system is
very difficult. Except for some empirical criteria
[34] that prove effective in real applications, the
literature does not provide established, theoretical
guidelines that also exhibit practical applicability.
In the present context, complexity is determined by
the dimensionality, d, of the data space and by the
number, Nh, of neurons in a network.
The former parameter calls for effective feature

selection: in principle, the features should be
chosen such that they do not carry too redundant
information. Algorithms such as mutual informa-
tion feature selection (MIFS) [35] can be used to
select features with minimal redundancies among
them. This will also increase the likelihood that the
overall performance obtained by combining the
outputs of the neural nets in the ensemble is better
than the individual performance. When the
features are redundant, the obtained estimates of
the quality are not independent, and thus the
variance does not decay as s2=N. On the other
hand, one should consider that this family of
methods supports a supervised paradigm, as the
selection principle somehow takes into account the
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desired estimator output. Choosing the features in
compliance with their relevance to the specific
quality-mapping task exposes the overall estima-
tion system to the risk of overfitting (poor
performance when processing unseen data).
In this respect, recent research [36,37] proved

that a system’s generalization error can be sharply
bounded if the representation of input data is
developed independently of the specific mapping
task that is expected from the network. In
compliance with the formalism (2), setting up the
mapping function QF in (3) by an unsupervised
analysis notably reduces overall complexity; this is
the main rationale behind the statistical feature-
selection criterion adopted in the present research.
As the subjective judgments associated with
images are never taken into account while sifting
the overall feature set F, the eventual subset, Y, of
objective features is assembled independently of
the actual quality-estimation application.
5. Experimental results

5.1. Experiment setup

The neural-based model for image quality
assessment was experimentally tested by using a
family of contrast-enhancement filters. The filters
adjusted the luminance levels of an image by
enhancing only the pixels that belonged to a region
containing noticeable details. The algorithm that
modified the luminance value Lold of a pixel
adopted the following procedure.
1.
 From the 5� 5 region surrounding the con-
sidered pixel, determine the local contrast level
DL (which estimates the luminance variation
around the pixel) and the local luminance
variance S (which is an estimator for high
spatial frequencies). The local contrast level is
given by DL ¼ jL � Lmjwhere L is the pixel
luminance and Lm is the mean luminance of the
surrounding area.
2.
 Set the luminance value of the pixel to

Lnew ¼ Lm þ ðLold � LmÞG; G ¼ f ðDL;S; t; lÞ,
(17)
where the gain G is either a or 1. The value of G

depends on two parameters: t, a threshold for
the local contrast level, and l, a threshold for
the local luminance variance.

The latter quantities prevented lowly detailed,
high-contrast regions in the image from being
further enhanced, whereas mainly highly detailed,
low contrast regions needed contrast enhance-
ment. In summary, the filters relied on three
parameters: two thresholds, t and l, and a gain
value, a. In the present research, t varied over
three values, {tn; n ¼ 1; . . . ; 3}, l over two values
{lm; m ¼ 1; 2}, and a spanned five values fak;
k ¼ 1; . . . ; 5}. As a result, the family gl

(l ¼ 1; . . . ; ne) of enhancement filters to be as-
sessed in the quality-evaluation experiments com-
prised a set of ne ¼ 30 members.
The enhancement filters processed a library of

ni ¼ 16 gray-scale images (252� 189pixels in size),
whose contents varied from natural images to
texture-like patterns (Fig. 4). Applying the family
of ne ¼ 30 contrast-enhancement filters, as defined
in (17), to the set of ni ¼ 16 original images yielded
a sample of 480 enhanced images. Subjective
evaluations of the enhanced images were collected
with a double-stimulus setup: human assessors were
asked to score the quality of each enhanced image
against that of the original one. Since enhancement
could result in a perceived quality being higher as
well as lower (e.g. in the case of over-enhancement)
for the enhanced image as compared with the
original one, a double-ended scoring scale was used:
the negative side reflected enhanced images being
worse than the original image, whereas the positive
side reflected enhanced images being better than the
original one. To offer the subjects sufficient
granularity at both ends of the discrete scale, an
11-point numerical scale ranging from ‘‘�5’’ to
‘‘+5’’ was used. Subsequent normalization of that
scale to the range [�1;1] made these scores
compatible with the neural-network output repre-
sentation. The evaluation of the total set of 480
enhanced images was done according to a sub-
group-based design [38], in which eighty people,
mostly naı̈ve viewers, participated. The design was
such that the total group of participants provided
10 quality scores per enhanced image.
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Fig. 4. The set of original images used for subjective testing.
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Because of the large number of subjects
required, the experiment was run on the Internet.
Users were requested to adapt the spatial
resolution and number of colors of their
monitors to standard settings and to judge the
images at a viewing distance usual in computer
monitor applications, i.e., .5m. The disadvantage
of running a subjective experiment on the
Internet is that there is no control of the
type of monitor used to display the images,
nor of the ambient illumination in a room.
The practical advantage, however, is that a
large group of subjects can be assessed in a
relatively short time, and that the group of
subjects better represents a random sample of the
population.
5.2. Block-based description of an image

The procedure described in Section 3 requires the
objective features to be first extracted from an
image on a block-by-block, local basis, then
assembled into global-level statistical descriptors
that feed the neural network. The strategy to define
blocks, BðIÞ, may involve either non-overlapping or
overlapping pixel square regions. The latter option
notably increases the computational complexity of
the process; hence, it should be chosen only if it
leads to a more effective image representation of
the quality phenomenon than the former option.
Therefore, we compared both options to ascertain
which choice would support the block-extraction
mechanism properly.
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The comparison followed a statistical approach,
and observed the behavior of the objective features

f k 2 F over a set of images, I
_ðs;lÞ

. For each image,
the analysis compared the statistical properties of
two samples: the first sample held the values of
features computed on non-overlapping blocks,
whereas the second included the values of the
same features for overlapping blocks. As usual, the
statistical KS test was used to check the null
hypothesis, namely, whether the two data sets had
been drawn from the same distribution. The
experiment involved the entire collection of
objective features in the set F (see Appendix A).
For the analysis, a subset of 160 of the 480

enhanced images was used (the subset was created by
processing the 16 original images by ten of the 30
available filter settings.) For each feature f k 2 F of
each image of the subset, the pair of values calculated
on overlapping and non-overlapping blocks under-
went the KS test. Table 1 presents an excerpt of the
results, and gives the KS-test significance levels for a
subset of four images. The ten filter settings are
indexed by capital letters in the table columns. The
rows refer to the features f k 2 F as follows:
�
 f1–f6: features derived from the first-order
normalized histogram;
�
 f7–f16: features derived from the co-occurrence
matrix (r ¼ 2, o ¼ 01);
�
 f17–f20: features derived from the DCT.

Empirical findings provided strong evidence
that, apart from minor exceptions, the null
hypothesis could not be disproved. Hence, one
could reasonably assert that, in most cases, the two
samples involving non-overlapping and overlap-
ping blocks, respectively, seem to be drawn from
the same population. As a consequence, for the
feature-extraction process of the quality-assess-
ment system, a non-overlapping block strategy
was chosen, as this option required a smaller
computational overhead.

5.3. Quality assessment setup

The feature-selection procedure described in
Section 3 defined the input vector for the neural-
network system. Table 2 lists the resulting set of
(four) descriptive features, all derived from the co-
occurrence matrix, whose formal definitions are given
in Appendix A. Those descriptors depended on two
parameters, i.e., r and o; the experiments adopted a
fixed value of r ¼ 2, meaning that the co-occurrence
matrix was always computed within a neighborhood
radius of two pixels. This setting was assessed
empirically by measuring the relative advantages of
using larger radius values; experiments showed that
settings r42 did not bring significant benefits, but
only implied an increased computational burden. The
angular orientation parameter, o, spanned the four
principal directions, i.e., 01, 451, 901, 1351. This led to
a number ny ¼ (4 descriptors� 4 o settings) ¼ 16 of
selected features. As a consequence of (5), the
eventual input-space dimension for the neural net-
work amounted to d ¼ 2ny ¼ 32.
A cross-validation approach [39] measured the

performance of the quality-assessment system. The
available sample was randomly divided into a
training set and a test set, including 360 and 120
enhanced images, respectively. During the system
setup and the training process, only the training set
was used, whereas the test set was applied exclusively
to measure the system generalization ability.
As the input space had a considerable dimen-

sionality, as compared with the sample size of 360
enhanced images in the training set, an ensemble
strategy using a partitioning of the input space and
specialized networks was justified. The design of
the assessment system led to N ¼ 4 different
neural networks; thus each ensemble element was
entrusted with a specific angular orientation of the
co-occurrence matrix. Table 2 illustrates the input-
space partitioning, showing that the input vector
to each ensemble element zi includes the four
features parametrized by o ¼ oi. This reduced the
input-space dimensionality of each neural network
to di ¼ 8. For each ensemble element, the number
of neurons in the hidden layer was empirically set
to Nh ¼ 10. No significant advantage resulted
from increasing the number of neurons.

5.4. Quality-assessment measurements

The method effectiveness is based on the perfor-
mance of each ensemble estimator, {zi, i ¼ 1; . . . ; 4},
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Table 1

Statistical KS-test results on four images for a comparison between overlapping and non-overlapping blocking strategies

Image 1 Image 2

A B C D E F G H I J A B C D E F G H I J

(a)

f1 .92 .92 .96 .92 .92 .92 .92 .92 .92 .96 .76 .82 .88 .77 .71 .76 .76 .88 .88 .77

f2 .92 .96 .98 .98 .98 .92 .96 .96 .92 .96 .96 .92 .83 .83 .83 .98 .96 .83 .71 .88

f3 .88 .88 .88 .77 .83 .88 .88 .88 .92 .98 .58 .88 .75 .73 .88 .60 .81 .73 .78 .82

f4 .77 .52 .88 .88 .88 .83 .77 .98 .99 .98 .71 .58 .92 .77 .77 .64 .64 .64 .71 .92

f5 .46 .77 .78 .74 .74 .64 .70 .70 .70 .70 .77 .52 .64 .98 .88 .58 .40 .78 .70 .58

f6 .88 .98 .77 .64 .52 .96 .92 .92 .92 .92 .83 .92 .92 .92 .96 .71 .98 .77 .58 .64

f7 .92 .96 .99 .99 .99 .92 .96 .98 .98 .99 .88 .98 .96 .96 .96 .83 .96 .96 .98 .88

f8 .96 .88 .99 .96 .96 .92 .96 .88 .96 .96 .88 .83 .98 .98 .99 .64 .83 .88 .92 .96

f9 .83 .71 .88 .88 .88 .83 .92 .83 .83 .83 .96 .92 .99 .96 .88 .96 .98 .99 .96 .98

f10 .70 .88 .71 .77 .83 .70 .83 .70 .70 .71 .88 .99 .98 .98 .96 .88 .98 .98 .96 .96

f11 .71 .77 .96 .88 .92 .83 .64 .98 .98 .83 .83 .98 .98 .88 .76 .58 .92 .83 .58 .77

f12 .64 .96 .88 .77 .77 .83 .71 .96 .92 .92 .77 .96 .58 .77 .71 .83 .88 .88 .83 .58

f13 .77 .77 .83 .99 .96 .83 .71 .83 .96 .92 .88 .52 .74 .99 .92 .77 .52 .76 .70 .77

f14 .71 .98 .88 .96 .96 .71 .88 .99 .99 .99 .92 .99 .98 .99 .98 .98 .99 .99 .98 .98

f15 .88 .99 .98 .98 .96 .88 .83 .92 .99 .98 .96 .58 .77 .71 .71 .99 .98 .96 .92 .92

f16 .96 .99 .99 .99 .99 .92 .92 .96 .96 .98 .99 .99 .99 .83 .83 .99 .99 .96 .92 .77

f17 .92 .92 .95 .92 .92 .96 .92 .92 .92 .92 .92 .92 .96 .99 .98 .88 .88 .88 .96 .96

f18 .96 .96 .96 .96 .88 .96 .96 .96 .92 .88 .88 .92 .92 .89 .89 .98 .96 .96 .96 .96

f19 .88 .92 .92 .92 .92 .88 .92 .92 .92 .99 .92 .92 .95 .92 .92 .96 .92 .92 .92 .92

f20 .92 .96 .99 .98 .99 .96 .99 .96 .96 .96 .98 .98 .92 .99 .98 .98 .98 .98 .98 .99

Image 3 Image 4

A B C D E F G H I J A B C D E F G H I J

(b)

f1 .77 .71 .71 .71 .71 .77 .77 .77 .71 .71 .52 .64 .83 .92 .92 .52 .64 .64 .71 .64

f2 .88 .92 .92 .83 .83 .98 .96 .96 .96 .96 .88 .98 .98 .98 .96 .99 .99 .98 .99 .99

f3 .88 .92 .83 .77 .77 .92 .96 .96 .88 .88 .96 .83 .98 .99 .98 .83 .88 .77 .64 .92

f4 .76 .64 .72 .78 .72 .70 .52 .76 .76 .72 .71 .88 .98 .83 .52 .92 .92 .96 .96 .92

f5 .71 .83 .83 .46 .58 .71 .71 .88 .83 .58 .99 .99 .99 .58 .71 .98 .96 .77 .96 .83

f6 .77 .66 .78 .76 .78 .77 .60 .76 .73 .75 .99 .64 .77 .83 .64 .92 .52 .60 .58 .64

f7 .99 .98 .96 .92 .92 .96 .92 .88 .96 .98 .92 .92 .96 .99 .98 .88 .88 .88 .88 .96

f8 .92 .77 .83 .98 .88 .71 .83 .71 .64 .64 .60 .64 .58 .52 .88 .60 .64 .46 .92 .96

f9 .64 .64 .64 .71 .71 .64 .64 .64 .64 .71 .88 .88 .92 .77 .92 .83 .88 .88 .88 .77

f10 .98 .98 .92 .99 .98 .98 .98 .98 .98 .99 .96 .88 .92 .83 .88 .92 .92 .77 .71 .83

f11 .71 .88 .96 .71 .92 .88 .83 .98 .96 .92 .88 .71 .92 .98 .96 .71 .98 .83 .88 .58

f12 .71 .98 .99 .99 .99 .58 .96 .92 .99 .99 .77 .77 .83 .71 .88 .96 .88 .64 .88 .58

f13 .83 .92 .77 .64 .71 .92 .96 .92 .83 .64 .83 .92 .64 .71 .71 .64 .88 .83 .96 .92

f14 .99 .99 .99 .99 .99 .99 .98 .98 .99 .99 .58 .58 .77 .77 .83 .64 .58 .76 .76 .76

f15 .99 .98 .99 .99 .99 .99 .99 .99 .99 .99 .64 .64 .58 .96 .98 .77 .71 .71 .71 .71

f16 .88 .96 .96 .96 .99 .92 .96 .98 .92 .96 .77 .77 .77 .77 .71 .77 .77 .64 .83 .64

f17 .88 .92 .92 .92 .92 .88 .92 .92 .88 .89 .99 .99 .99 .83 .83 .99 .99 .96 .92 .87

f18 .92 .96 .99 .99 .99 .92 .96 .96 .99 .96 .92 .96 .98 .98 .98 .92 .96 .96 .92 .96

f19 .96 .88 .91 .96 .96 .92 .91 .88 .96 .96 .88 .96 .98 .98 .96 .88 .83 .92 .99 .98

f20 .88 .98 .98 .98 .96 .99 .99 .98 .99 .99 .92 .96 .92 .98 .99 .96 .99 .96 .99 .99

P. Gastaldo et al. / Signal Processing: Image Communication 20 (2005) 643–661 655
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Table 2

Parameter settings and feature grouping for the ensemble

elements

Selected feature r o

co_absvðr;oÞ 2 01 451 901 1351

co_contðr;oÞ 2 01 451 901 1351

co_diffVarðr;oÞ 2 01 451 901 1351

co_diffEntðr;oÞ 2 01 451 901 1351

Ensemble element z1 z2 z3 z4

Table 3

Test results for the four independent ensemble estimators

z1 z2 z3 z4 Ensemble

r .91 .91 .91 .91 .92

m̂err �.012 �.002 �.007 �.011 �.008

serr .116 .121 .118 .117 .111

m̂jerrj .093 .098 .095 .093 .090

s|err| .07 .071 .069 .072 .064
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individually considered. The values returned as
quality scores by the neural network, y, were
compared with the actual quality scores, t, collected
from human assessors. As anticipated, all the
comparisons were performed on test sets for cross-
validation. Table 3 shows, for each estimator and for
the ensemble, their performances in terms of the
following values:
�
 Pearson’s correlation coefficient, r, between y

and t;

�
 the mean prediction error, m̂err, and the associate
sample standard deviation, serr;
�

Fig. 5. The validation set of gray-scale images used to assess

the system generalization ability.
the mean value of the absolute prediction error,
m̂jerrj, and its standard deviation, s|err|.

Remarkably, all the four individual estimators
exhibit correlation coefficients larger than .9.
Likewise, the average absolute errors are
always smaller than .1, which corresponds to
half a unit when expressed in terms of the
original 11-point quality scale used by human
assessors. As expected, the integrated estimator
scored, at the same time, a higher correlation
coefficient and smaller errors. Thus, one can
assert that the ensemble approach did enhance
the performance of the overall objective-assess-
ment system.

5.5. Generalization performance by using a new set

of original images

In the experiments described so far, the stimuli
of both the training and test sets were obtained by
applying the same set of enhancement filters gl to
the same sample of original images. Hence, there is
some correlation between the two data sets.
Therefore, one might question whether this level
of correspondence between the training and test
sets might have affected the reliability of the
results.
To check this, the generalization performance of

the neural-network assessment system was also
evaluated by measuring its estimation performance
on a novel set of pictures. Four new original (still
gray-scale) images (Fig. 5) were processed by using
the same family of contrast-enhancement filters gl

(l ¼ 1,y,ne) (17). Without loss of generality, the
set of parameters {a, t, l} was slightly simplified,
keeping the parameter t constant to t ¼ t2. As a
result, the family of filters for this experiment
consisted of ne ¼ 10 members, and after filtering,
the set of enhanced images amounted to np ¼

ni � ne ¼ 40 images. The enhanced images were
used to perform both a subjective test (according
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to the same protocol as described in Section 5.1)
and an objective estimation of perceived image
quality by the neural-network assessment system.
Table 4 summarizes the performance results of

each individual ensemble estimator (z12z4) and of
the overall ensemble on the validation set. It
confirms that the ensemble estimator did improve
the system performance, as it featured smaller
errors than the individual estimators.
The graphs in Fig. 6 show the error distributions

of the quality scores as measured by the ensemble
estimator on the validation set. The scatter plot in
Fig. 6(a) gives the estimated objective quality
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Fig. 6. Generalization performance of the ensemble neural-network

estimated quality values versus subjective scores, (b) Q–Q plot com

distribution m̂ðEnsÞerr ; sðEnsÞerr

� �
.

Table 4

Validation results for the four independent ensemble estimators

z1 z2 z3 z4 Ensemble

r .73 .86 .7 .81 .85

m̂err �.001 .02 .006 .001 .007

serr .16 .12 .16 .14 .1

m̂jerrj .12 .1 .12 .11 .088

s|err| .1 .07 .09 .08 .078
(x-axis) as a function of the subjective scores (on
the y-axis). The concentration of data points
around the diagonal line of this plot confirms the
good generalization performance of the neural-
network assessment system on a (random) valida-
tion set of images. The ensemble system reached a
Pearson’s correlation coefficient equal to .85,
whereas the average prediction error was
m̂ðEnsÞerr ¼ :007 sðEnsÞerr ¼ :1

� �
and the mean absolute

prediction error was m̂ðEnsÞjerrj ¼ :008 s
ðEnsÞ
jerrj ¼ :078


 �
.

The quantile–quantile (Q–Q) plot in Fig. 6(b)
compares the quantiles of the experimental
error distribution (x-axis) with the corresponding
quantiles of an ideal Gaussian distribution,

N m̂ðEnsÞerr ; sðEnsÞerr

� �
(on the y axis), where the Gaussian

parameters were the average and variance
values empirically measured. Both axes in the plot
are expressed in units of their respective data sets,
and for each point in the Q–Q plot, the quantile
level is the same for both distributions. The graph
shows that the error distribution of the estimated
quality scores can be modeled by a normal
distribution, as the dots lie approximately along
the dashed line.
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5.6. Generalization performance by using

a new set of enhancement filters

The experiments described in Section 5.5
showed that the quality-assessment method could
attain a satisfactory generalization performance
on a set of original images that were not used in
the neural-network setup. Similarly, it seemed
interesting to check the generalization perfor-
mance of the neural-based assessment system
when using a different set of enhancement filters.
These tests aimed at verifying whether the trained
network actually measured the perceived quality
of contrast-enhanced images, or otherwise,
whether the estimation system was just fitted to
the family gl of enhancement filters (17) introduced
in Section 5.1.
This new experimental session used the same

library of ni ¼ 16 gray-scale images as presented in
Fig. 4, but now processed by a different family, ḡi,
of contrast-enhancement filters. As compared with
the original family of filters gl , the family ḡi was
parameterized by different settings of the gain
parameter, a; which spanned a new range {āk;
k ¼ 1; . . . ; 4}. The other, less critical parameters, t
and l took on again three values {tn; n ¼ 1; . . . ; 3}
and two values {lm; m ¼ 1; 2}, respectively. As a
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contrast-enhancement filters: (a) scatter plot of estimated quality val
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.

result, the family ḡi (i ¼ 1,y, ne) of enhancement
filters for this new experiment comprised a set of
ne ¼ 24 members. Applying this set of filters to the
library of ni original images yielded a new sample
of neni ¼ 24� 16 ¼ 384 enhanced images, which
underwent an additional panel test of human
assessors to collect subjective ratings. The neural
quality-assessment system, which was not changed
with respect to that developed in Section 5.3, was
used to predict the objective quality scores.
The graphs in Fig. 7 show the error distributions

of the quality scores as measured by the ensemble
estimator on the new set of enhanced images. The
scatter plot in Fig. 7(a) gives the estimated
objective quality (x-axis) as a function of the
subjective scores (on the y-axis). The concentra-
tion of data points around the diagonal line of this
plot confirms the satisfactory generalization per-
formance of the neural-network assessment system
on the set of images obtained by applying the new
set of enhancement filters ḡi. The ensemble system
reached a Pearson’s correlation coefficient equal to
.93, whereas the average prediction error was
m̂ðEnsÞerr ¼ �:001 sðEnsÞerr ¼ :09

� �
and the mean absolute

prediction error was m̂ðEnsÞerrj j ¼ :07. The quantile-
quantile (Q–Q) plot in Fig. 7(b) compares the
quantiles of the experimental error distribution
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(x-axis) with the corresponding quantiles of an
ideal Gaussian distribution, N m̂ðEnsÞerr ; sðEnsÞerr

� �
(on

the y-axis), where the Gaussian parameters were
the average and variance values empirically
measured. Both axes in the plot are expressed in
units of their respective data sets, and for each
point in the Q–Q plot, the quantile level is the
same for both distributions. The graph shows that
the error distribution of the estimated quality
scores can be modeled by a normal distribution, as
the dots lie along the dashed line.
6. Conclusions

For the evaluation of the effects of image-
enhancement filters on image quality, one cannot
rely on the bivariant approach based on image
fidelity or image dissimilarity, as used in the
majority of objective image quality models devel-
oped so far. Indeed, most of the dissimilarity
between the original and enhanced images is
expected to improve rather than degrade the
overall quality. Hence, a univariant approach is
the prerequisite for the evaluation of the perfor-
mance of image-enhancement filters. In this paper,
an objective quality assessment system based on a
CBP neural network has been presented as a
univariant approach to estimating the image
quality that results from using a contrast-enhance-
ment filter. The approach consists of two steps: (1)
finding features, which reliably describe the
enhanced images, and (2) defining a neural net-
work, which maps the image features into image
quality scores. As to feature selection, the present
paper has proven that a non-parametric criterion
based on the Kolmogorov–Smirnov test can
effectively define image features that are able to
determine the effect of an enhancement filter on an
image. A crucial issue of the proposed method is
that the set of (small number of) features is used
for all the different images. In principle, it might
be necessary to extract different types of features
for different images corresponding to the nature of
content in the image; in fact it might even be
necessary to extract different sets of features for
different image blocks. This would also corre-
spond to the way in which humans perceive
images. On the other hand, an adaptive strategy
in (either block-based or image-based) feature
extraction might affect the method’s generality
and expose the overall research to the risk of
overfitting. The complexity of these issues will
constitute future lines of research in this area.
As to the neural-network architecture, it has

been shown that the CBP network (which is an
extended version of the well-established Multi-
Layer Perceptron) allows more flexibility of the
underlying functional behavior, and thus is able to
mimic the complex process of image quality
perception. Moreover, it has been proven that
the introduction of an ensemble strategy into the
neural-network architecture reduces the variance
in the estimated quality values.
The approach has been validated by two

additional experiments: (1) using new (original)
images, which have been randomly taken from a
database of (gray-scale) images and processed by
the same contrast-enhancement filter, and (2)
using the same original images, but processed
according to different settings of the contrast-
enhancement filter. For both new sets of enhanced
images, the neural-network assessment system was
able to predict to a sufficiently high accuracy the
image quality as perceived by human viewers.
These results motivate further developments of the
present research towards colored images, other
image-enhancement filters, and possibly the use of
more refined statistical criteria for the feature-
selection procedure.
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Appendix A. Pixel-based features
�
 derived from the first-order normalized histo-
gram, Hq(g) of block b

ðIÞ
b measuring D�D

pixels; Hq(g) is calculated as

HqðgÞ ¼ Nqg=D2; g ¼ 0; . . . ; nl � 1,
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where g denotes a generic gray-level value of a
pixel, nl indicates the number of such levels (for
8-bit images nl ¼ 256), andNqg is the number of
pixels in b

ðIÞ
b having a gray level g. From this

histogram the following features are calculated:

mean ¼ mg ¼
X

g

gHqðgÞ,

stdev ¼ sg ¼
X

g

ðg � mgÞ
2HqðgÞ

" #1=2
,

entropy ¼ �
X

g

HqðgÞ log2 HqðgÞ,

energy ¼
X

g

HqðgÞ
� �2

,

skew ¼
1

s3g

X
g

ðg � mgÞ
3HqðgÞ;

kurt ¼
1

s4g

X
g

ðg � mgÞ
4HqðgÞ � 3:
�
 Features derived from the co-occurrence
matrix ð0pgi; gjonl � 1Þ:

co_autoc ¼
X
gi ;gj

gigjCqðgi; gj ; r;oÞ;

co_invd ¼
X
gi ;gj

Cqðgi; gj ; r;oÞ

1þ ðgi � gjÞ
2
,

co_energy ¼
X
gi ;gj

Cqðgi; gj ; r;oÞ
� �2

;

co_entropy ¼ �
X
gi ;gj

Cqðgi; gj ; r;oÞ log2 Cqðgi; gj ; r;oÞ,

co_cov ¼
X
gi ;gj

ðgi � miÞðgj � mjÞCqðgi; gj ; r;oÞ

mi ¼
X
gi ;gj

giCqðgi; gj; r;oÞ; mj ¼
X
gi ;gj

gjCqðgi; gj ; r;oÞ

0
@

1
A.

The remaining features need the following
quantity:

Pzðr;oÞ ¼
X

gi; gj

gi � gj

�� �� ¼ z

Cqðgi; gj ; r;oÞ; ð0pzonl � 1Þ:
Based on Pz(r,o), four features are defined
as follows:

co_absv ¼
X

z

zPzðr;oÞ,

co_diffVar ¼
X

z

ðz � co_absvÞ2Pzðr;oÞ

" #1=2
,

co_cont ¼
X

z

z2Pzðr;oÞ,

co_diffEnt ¼ �
X

z

Pzðr;oÞ log2 Pzðr;oÞ.
�
 Features derived from the DCT (0pm, noD):

f_dcEn ¼ Bq½0; 0


,X
m;n

Bq½m; n
,

f_horEn ¼
X

n

Bq½0; n


,X
m;n

Bq½m; n
,

f_verEn ¼
X

m

Bq½m; 0


,X
m;n

Bq½m; n
,

f_diagEn ¼
X

m;n
m¼n

Bq½m; n


,X
m;n

Bq½m; n
,

where bqðm; nÞ is the pixel value at position ðm; nÞ
within block bqðIÞ, and Bq½m; n
 is the DCT
component at the angular frequencies m, n.
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