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Abstract: Depth-Image-Base Rendering is an effective approach for 3D-TV as it uses 
the current TV infrastructure, so a 3D video sequence can be rendered at the user-end 
device with significant bandwidth savings, since it avoids the need of transmitting 
two video channels, the left and right views. However, quality and time consistence 
of the depth map sequences is a problem in this field. We present an intermediate 
solution, for compressing the depth information, that is set in a middle point between 
using pure INTRA or INTER encoders that it is able to cope with the quality and time 
consistency of the captured depth map info. Our 3DLTW-D encoder uses the 3D-
DWT transform to efficiently encode static depth information in the scene, with 
reduced encoding/decoding delays and achieving the same visual quality than the 
current H264/AVC and x264 encoders running in INTRA mode. 
    

1. Introduction  

The Depth-Image-Based Rendering (DIBR) [1] is as an effective approach for free-
viewpoint three-dimensional television (3D-TV) whose main advantage, compared with 
traditional representation of 3D video, based on left and right views, is that provides high 
quality virtual views with lower bandwidth requirements, because the depth map data can 
be more efficiently encoded that natural images. So, instead of encoding two separated 
image streams (left and right views), with the DIBR approach only one view and the 
corresponding depth map will be encoded and decoded.  

A major problem with the DIBR method is that high quality and time consistent depth 
maps are required for proper reconstruction. In order to capture depth information, low-
resolution range sensors based on time-of-flight (ToF) principles or laser scanners are 
used. These methods [2] produce precise depth measurements but rather noisy and with 
lower resolution than the corresponding color image.  

Depth maps can be obtained too, using  “depth-from-stereo” or ”depth-from-
multiview” algorithms, based on finding disparities between images from nearby cameras 
and converting them to the corresponding depths [3]. This kind of algorithms suffer from 
inaccuracies in finding the disparity correspondences and introduce temporal variations 
over the depth values belonging to pixels from static objects or inclusive from the 
background of the scene. The quality of the delivered depths also varies from approach to 
approach.  

In addition, the depth map data compression introduces additional errors like blocking 
artifacts when DCT (Discrete Cosine Transform) based encoders are used [4], or ringing 
artifacts when DWT (Discrete Wavelet Transform) based encoders are used.   

It is important then, to process and compress depth maps in a way that it minimizes 
distortion in the final rendered virtual views. Enhancing the quality of the original depth 
map jointly with an efficient compression strategy, a post processing stage for reducing 



compression artifacts (i.e. blocking, blurring, ringing, etc), and the use of an optimized 
DIBR algorithm are the key points for getting high quality rendered virtual views.  

Recently, several depth map compression methods have been proposed. These 
methods can be broadly classified in two categories. The first one proposes radical 
compression techniques such as platelet based coding [5], silhouette based coding [6] and 
3D motion estimation based methods [7]. The other one tries to optimize existing video 
codecs to properly encode depth maps, such as novel methods for mode selection [8] and 
reconstruction filters [9]. 

Several filtering techniques [10,11,12,13] are proposed in order to reduce the impact 
of spatial and temporal inconsistences in the depth maps that finally results in artifacts in 
the rendered views. In [9,11,14,15] bilateral filtering or joint bilateral filtering is used for 
edge-preserving the important structural information used in the DIBR algorithm, and at 
the same time performing a smoothing of the depth values resulting in higher quality 
rendered views.  

Temporal inconsistences between successive frames in a video sequence are based on 
smooth depth variations in the depth values for pixels belonging to objects located at 
static areas of the scene or just in the background. These variations produce a flickering 
effect in the rendered sequence, in areas that the viewer expected to be static, modifying 
therefore the subjective perception of the overall sequence quality. Temporal smoothing 
or median filtering between successive frames [16,17,18] can be applied to these areas in 
order to reduce this flickering effect in the final reconstructed video sequence. 

Optimal depth map video sequences should exhibit a strong temporal consistence in 
the depth values for the scene background and for objects that are static, i.e. at the same 
distance from the camera for a given time interval.  

The aim of this paper is based in this idea, so we introduce the use of a 3D-Wavelet 
transform based encoder, with a preprocessing stage that reduce the temporal 
inconsistence of the original depth map and a post processing stage that reduces the 
ringing artifacts introduced by the wavelet transform at high compression rates, in the 
same way that DCT encoders have a post processing de-blocking and de-blurring stage. 

The goal is to achieve the best R/D performance at high compression rates of the 
depth map by exploiting the ability of the 3D transform in compacting temporal 
information in low temporal frequency subbands. The enhanced, compressed and filtered 
depth maps and the undistorted color view are served as input to the DIBR process [19], 
so the impact of the depth map compression strategy can be properly measured in the 
final reconstructed views. 

The use of a 3D-Wavelet transform set our proposal in an interesting intermediate 
point between INTER frame encoders, that uses motion estimation and motion 
compensation requiring high computational cost, and pure INTRA frame encoders like 
JPEG2000 used in a frame-by-frame basis. Results show that this proposal will be well 
suited for high frame rate video sequences (30 fps or more) or low and moderately low 
motion scenes. 

Quality performance of rendered views and computational cost for our proposed 
3DLTW-D (3D Lower Tree Wavelet for Depth-maps) encoder are compared with 
H264/AVC and x264, both in INTRA mode, with the highest quality mode configuration, 
i.e. exploiting all the spatial prediction modes available. Also, the native LTW INTRA 
[20] frame encoder will be used to measure the real impact of the temporal transform. 



2. Depthmap processing 

In order to improve the temporal consistency among depth map, we use a simple but 
fast temporal smoothing algorithm over the depth values. The idea behind this pre-
processing step is to assert that pixels belonging to static objects should have exactly the 
same depth value along time, since their distance to the camera does not change. For each 
pixel belonging to static objects or background, the median of its depth values along time 
is calculated. The median value is assigned to its corresponding pixel, removing the small 
depth variations found along the temporal dimension in a specific time interval. 

Some segmentation problems may arise when facing this task. Static objects and its 
corresponding pixels should be detected in the scene. A moving object invalidates the 
depth values of static objects and background pixels when its movement occludes them. 
In addition, if the scene contains large areas of moving objects or motion affects to the 
whole scene, the amount of static “clean” pixels becomes smaller respect those “dirty” 
pixels whose depth has change some time in the scene due to movement.  

A proper temporal window size should be fixed, i.e. the amount of frames, for which 
the pixels belonging to static objects and background remain unaltered and could be 
smoothed. Our experiments produce better results with a small temporal window than 
with a larger one, because the amount of static pixels is higher. In [18] authors analyzed 
the most appropriate temporal window size for depth map processing, concluding that a 
temporal window size of 5 frames will be the best option for these tasks. So, we will also 
employ a temporal window size of 5 frames. This window size also corresponds to the 
size of the temporal 3D-DWT window fact that improves the performance of the 
incoming 3D-Wavelet temporal filtering.  

 

Figure 1: Smoothing area of first temporal window of the Book Arrival Sequence.  

Segmentation or motion estimation approaches could be applied to detect the pixels 
belonging to static objects and background in a window, but they are time consuming 
tasks and we would like to proceed at the same time that the 3D-Wavelet transform is 
applied.  

We calculate the Mean Absolute Deviation (MAD) of depth value of each pixel for 
the actual temporal window.  Those pixels whose MAD value is lower than a threshold 
are classified as “clean” pixels and their values are set to the median value found in the 
temporal window.  

The left image of Figure 1 shows a frame of the first temporal window from the Book 
Arrival sequence. The right image shows a frame composition where black pixels 
correspond to pixels having MAD value lower than that threshold. For that frame the 



96.33% of pixels are labeled as “clean” pixels and therefore their depth value is set to the 
median value of all pixel depths in the temporal window. 

 
Figure 2: Ringing effect and result after the application of two dimensional joint bilateral 

filter to the 2D wavelet compressed depth map at 0.1 bpp  

As the quality of the depth map and the edge-structural information is directly 
correlated with the final quality of the rendered views after the DIBR algorithm, it is very 
important to remove this ringing effect and at the same time to preserve the border 
information. For that purpose, we use the joint bilateral filter presented in [9] as deringing 
filter for the post-processing stage. In Figure 2 we see the ringing effect that the 2D 
wavelet transform introduces in the depth map. Left image corresponds to the original 
depth map, central image corresponds to the reconstructed depth map at 0.1 bpp where 
ringing artifacts are clearly present, and right image corresponds to the reconstructed and 
post-processed depth map with the selected filtering strategy that removes this ringing 
effect.  

3. 3DLTW-D  

3DLTW-D encoder is based on a frame-by-frame 3D-DWT scheme [21] and lower trees 
with eight descendants. 

 
Figure 3: Overview of the proposed tree-based encoder with efficient use of memory 

Figure 3 shows the overall system. The 3D-DWT module releases subband frames at 
different decomposition levels. At each level the subband frames are stored in a dedicated 
encoder buffer. There are two subband frames for each subband type. When this buffer is 
full, the 3D-DWT encoder processes all subbands and maintains the significance map for 
building the trees.  



The 3DLTW-D encoder has to determine if each 2x2 block of coefficients of both 
subband frames stored in the encoding buffer is part of a lower-tree. If the eight 
coefficients in these blocks are lower than the quantization threshold, and their 
descendant offspring are also insignificant, they are part of a lower-tree and do not need 
to be encoded. In order to know if their offspring are significant, we need to hold a binary 
significance map of every encoder buffer (SL in the figure) because the encoder buffer is 
overwritten by the wavelet transform once it is encoded, and hence the significance for 
their ascendant coefficients is not automatically held. The significance of both 2x2 blocks 
can be held with a single bit.  

When there is a significant coefficient in both 2x2 block or in its descendant 
coefficients, we need to encode each coefficient separately. Recall that in this case, if a 
coefficient and all its descendants are insignificant, we use the LOWER symbol to 
encode the entire tree, but if it is insignificant, and the significance map of its eight direct 
descendant coefficients shows that it has a significant descendant, the coefficient is 
encoded as ISOLATED_LOWER. Finally, when a coefficient is significant, it is encoded 
with a numeric symbol along with its significant bits and sign.  

4. Results 

Simulations are performed for the test sequences presented in Table 1. Analyzing the 
characteristics of the different depth sequences used in the test, we classify them in terms 
of frame rate and motion activity, taking into account not only the velocity of objects in 
the scene but also the amount of the frame area covered by motion along the sequence.  

These two parameters have a huge impact on the capacity of the 3D-Wavelet 
transform to compact temporal frequencies. The smoother the depth variation between 
frames is, the better the 3D-Wavelet transform behaves. Of course the quality of the 
depth map sequence is also a key point in this behavior. As said before, in optimal depth 
map sequences, static objects will have the same depth value in every frame. 

 
a) Ballet       b) Breakdancers  c) Book Arrival   d) Interview 

Figure 4: Static (black) and motion (white) areas of depth map sequences 

Table 1: Classification of depth sequences by type of motion 

Sequence  Frame Size 
Motion 
degree 

Frame rate (fps) Frame occlusion 

Ballet 1024x768 Fast 15 30.94 % 
Breakdancers 1024x768 Very Fast 15 57.46 % 
Book Arrival 1024x768 Fast 30 62.39 % 

Interview 640x512 Very Slow 30   9.21 % 

In Figure 4 we can see how motion affects to different frame areas for each sequence, 
leaving more pixels unaffected by motion and therefore classified as background pixels 
(black) whose temporal depth information will be better compacted by the 3D-Wavelet 
transform in temporal low frequency coefficients. These background pixels include the 



pixels belonging to objects whose depth does not vary (over a threshold) in the whole 
sequence.  

So, the best sequence to be compressed with the temporal transform is “Interview” 
because the motion of objects is very slow and the frame rate is high resulting in small 
occluded frame areas. The worst sequence is therefore “Breakdancers”, because frame 
occlusion size is high, the motion of objects in the scene is very fast and the frame rate is 
low. The other two sequences are just in the middle point with different frame rates and 
frame occlusion areas. 

For each original test sequence, the depth map was encoded and decoded with the 
3DLTW-D. The encoder smoothed temporally the input depth sequence in the way 
exposed previously. Then, de-ringing step by means of the joint bilateral filter proposed 
in [9] was applied to the reconstructed sequence in the decoder. Resulting depth 
sequences are the input to the DIBR [19] algorithm jointly with the original color 
sequences. 

 

 

 

Figure 5: R/D for the test sequences. Quality is shown in terms of PSNR, and in terms 
of the MSSIM quality metric as labeled in each graph. 

The results are compared to x.264/Intra (FFmpeg version SVN-r25117, High profile, 
level 4.0) and H.264/AVC/Intra (High-10, JM16.1) with all intra-prediction MB modes 
enabled. Our encoder does not include any intra or inter prediction mode. As described 



before only the temporal wavelet transform is applied as an intermediate position 
between inter and pure intra encoders. 

The rate/distortion behavior of the rendered views is compared in terms of PSNR and 
the MSSIM [22]. Although most studies employ PSNR metric to measure video quality 
performance, we decided to use in our study an objective quality assessment metrics too. 
There are several studies about the convenience of using other video quality metrics than 
PSNR in order to better fit to human perceptual quality assessment (i.e subjective tests) 
[23,24,25,26].  

Figure 5 shows the rate distortion curves where quality is measured in terms of PSNR 
and in terms or MSSIM. They represent the mean quality value for the left and right 
rendered views. The vertical axis shows the quality and the horizontal axis the 
compression rate which corresponds to the depth map sequence. The original color 
sequence is not compressed so we can measure the effect of the compression of the depth 
map in the final quality of the rendered views. 

 

 
a) H264/AVC                       b) x264                        c) 3DLTW-D 

Figure 6: Cropped left rendered view for: Breakdancers at 760Kb/s and  
Interview at 300 Kb/s.  

PSNR values do not saturate as the rate increases and in contrast, this saturation 
occurs when measuring quality with the MSSIM metric. This effect is well known [24] 
and in our experiments the perceived quality of the rendered views does not increase 
above certain rate that depends on the sequence.  

For Breakdance the performance in terms of PSNR of our 3DLTW-D encoder is far 
from x264 and H264/AVC. But perceptually, in terms of MSSIM, that difference is not 
as big. Although the difference in PSNR between x264 and H264/AVC is up to 0.95 dBs 
at 760 Kb/s, this difference is practically inappreciable at this rate, and in the rest of the 
curve, when the MSSIM metric is used. At the same rate, difference between 3DLTW-D 
and H264/AVC is 1.9 dBs (PSNR) but only 0.0095 MSSIM points. First row of Figure 6 
shows the Breakdance sequence for each codec where no subjective difference is 
noticeable at this rate.  

However, for the Interview sequence differences in PSNR between 3DLTW-D, 
H263/AVC and x264 at 300 Kb/s are 2.5 dBs and 3.3 dBs respectively for the left 



rendered view corresponding to 0.018 points and 0.023 MSSIM points respectively. 
These differences are noticeable as shown in second row of Figure 6. The maximum 
differences between the three codecs are resumed in Table 2, where positive values 
represent a gain of quality when 3DLTW-D is used, and negative values corresponds to a 
loss of quality. These values correspond to the low end of the rate range where an 
extreme compression of the depth map is achieved. At higher rates, from 400 Kb/s to 
1200 Kb/s the perceptual quality of the rendered views is almost the same, according to 
the MSSIM metric values.  

Table 2: Maximum PSNR and MSSIM differences between encoders.  
Negative values corresponds to a loss of quality  

3DLTW-D vs. H264/AVC X264 
 PSNR (dB) MSSIM PSNR (dB) MSSIM 

Ballet   1.08   0.006   2.10   0.012 
Breakdancers - 1.95 - 0.009 - 1.03 - 0.008 
Book Arrival   3.10   0.034   2.70   0.027 

Interview   2.60   0.016   3.60    0.024 

 

Figure 7: R/D for the Breakdancers sequences at 60 fps.  

For the Breakdance sequence at 15 fps, the 3DLTW-D encoder obtains the worst 
results because differences between consecutive frames are high due to fast motion in the 
scene. But if we increase the frame rate up to 60 fps, the 3DLTW-D encoder achieves the 
same quality as the H264/AVC regardless the quality metric being used (see Figure 7). 

Table 3 records the encoding times for the three evaluated encoders. Only the 
temporal smoothing pre-process step is included as the rest of the process, i.e. the spatial 
filtering and the DIBR process is done at the decoder side. 

Table 3: Execution time comparison of the encoding process  
Frame size H264/AVC X264 3DLTW-D 
1024x768 0.54 fps 18 fps 27.94 fps 
640x512 1.11 fps 24 fps 77.90 fps 

5. Conclusions 

The 3DLTW-D encoder presented in this work uses the 3D-Wavelet transform to 
compress the depth maps of multiview or 2D + depth sequences as an intermediate 
solution between using pure INTRA and INTER encoders. 

Our 3D-Wavelet encoder is well suited for high frame rate sequences obtaining the 
same visual quality than the current standards running in INTRA mode, and being much 
faster, up to 9 fps in 1024x768 frame size and 53 fps for 650x512 frame size.  



As presented in this work, the proper use of temporal smoothing strategies of the 
depth sequences, a post-processing deringing filter and the encoding time and quality 
performance that exhibits our 3D-Wavelet encoder in comparison with the H264/AVC 
and x264 encoders sets this solution as an attractive one for high frame rate sequences. 
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