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Abstract. Wavelet transforms have proved to be very powerful tools
for image compression, since many state-of-the-art image codecs employ
DWT into their algorithms. One advantage of this transform is the pro-
vision of both frequency and spatial localization of image energy com-
pacted into a small fraction of the transform coefficients, equally likely
to be positive or negative. Previous studies have verified that there is
a strong correlation between the sign of a wavelet coefficient and the
signs of their neighbors. This correlation opens the possibility of using
a sign predictor in order to improve the image compression process. In
this work we evaluate two algorithms, one based on Genetic program-
ming and other based on Simulated Annealing process in order to obtain
a good wavelet sign predictor.

Keywords: sign coding, discrete wavelet transforms, image coding, sim-
ulated annealing, genetic algorithms

1 Introduction

In this work we are looking for optimal/suboptimal solutions of the particular
problem related with wavelet image compressors. This kind of image compres-
sor is based in the use of a mathematical transform called Discrete Wavelet
Transform (DWT). Wavelet transforms have proved to be very powerful tools
for image compression, since many state-of-the-art image codecs, including the
JPEG2000 standard [1], employ DWT into their algorithms. One advantage of
the wavelet transform is the provision of both frequency and spatial localization
of image energy. The image energy is compacted into a small fraction of the
transform coefficients and compression can be achieved by coding these coeffi-
cients. The energy of a wavelet transform coefficient is restricted to non-negative
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real numbers, but the coefficients themselves are not, and they are defined by
both a magnitude and a sign. Shapiro stated in [2] that a transform coefficient
is equally likely to be positive or negative and thus one bit should be used
to encode the sign. In recent years, several authors have begun to use context
modeling for wavelet sign coding [3][1][4], showing that despite the equiproba-
bility of wavelet sign values, some sign correlation can be found among wavelet
coefficients, resulting in overall compression ratio improvements.

In a previous work [5] we have observed that the sign of a wavelet coefficient
may be strongly correlated with the sign of some neighbor coefficients. However,
this relationship is not uniform and constant for any image, or even consistent
within the same image. Thus, although a careful analysis for the target image
could be done in order to get the most accurate sign relationships and therefore
better sign prediction and improved compression rates, these sign relationships
would be only useful for this image. By increasing the number and kind of images
under analysis, the relationship between the signs of the neighbor coefficients
may be generalized. But the problem that arises is twofold. On the one hand,
a thorough evaluation of all possible combinations for a large number of images
can present a high computational cost. On the other hand, it is possible that,
when increasing the number of images, some relationships become contradictory.
That is, the sign for a combination of neighbors in an image is the opposite for
the same combination of neighbors in another image.

Genetic algorithms (GA) were first introduced by Holland in [6] and they
are nowadays well known techniques for finding nearly optimal solutions of very
large problems and also, they have been used in image processing [7][8]. In a
genetic algorithm, the evolution usually starts from a population of randomly
generated individuals and happens in generations. In each generation, the fitness
of every individual in the population is evaluated by means of a cost function that
determines the optimal degree we are looking for (i.e compression rate). Multiple
individuals are stochastically selected from the current population (based on
their fitness), and modified (recombined and possibly randomly mutated) to
form a new population. The new population is then used in the next iteration
of the algorithm. Commonly, the algorithm terminates when either a maximum
number of generations has been produced, or a satisfactory fitness level has been
reached for the population.

On the other hand, Simulated annealing (SA) is a global search optimization
method which makes use of stochastic variation to avoid terminating in local
extrema [9], and has proved extremely useful in locating the global extrema of
objective, or cost functions derived from complex nonlinear systems. The tech-
nique was first introduced by Kirkpatrick [10]. The method is an adaptation of
the Metropolis-Hastings algorithm [11] to generate sample states of a thermo-
dynamic system. It has since been applied to many diverse problems in a wide
range of disciplines, including the derivation of optimal quantization parameters
for JPEG coding [12]. The method introduces a statistical guarantee that the
global optimum for a given problem will be found [13].



Simulated Annealing vs Genetic Programming for 2D Wavelet Sign Coding 3

In this paper, we will compare a genetic algorithm with a simulated anneal-
ing algorithm that efficiently predict the wavelet coefficient signs based on the
correlation found in a given neighborhood set. We will compare the performance
of both algorithms in terms of convergence, computational time and memory
requirements.

The remainder of the paper is organized as follows: in Section 2 we define the
optimization problem and propose both GA and SA algorithms that match the
problem definition. Section 3, we compare both algorithms in terms of conver-
gence time, computational resources as well as the solution goodness. Finally, in
Section 4 some conclusions are drawn.

2 Wavelet Sign Prediction: Problem Statement

To estimate sign correlation in a practical way, we have applied a 6-level Dyadic
Wavelet Transform decomposition of the source image. as Deever assesses in [4]
the sign neighborhood correlation depends on the subband type (HL,LH,HH). In
a previous work [5], we used three different neighbors depending on the subband
type. So, for HL subband, the neighbors used are N, NN and W. Taking into
account symmetry, for the LH subband, those neighbors are W, WW, and N.
For the HH subband they are N, W, and NW, exploiting the correlation along
and across the diagonal edges. This lead us to a maximum of 33 Neighbor Sign
Patterns (NSP) for each subband type.

C N NN W Occurrences %Probability

+ + + + 13 20.31
+ + + - 8 12.50
- - - + 8 12.50
- + + + 6 9.38
- - + + 6 9.38

Others 23 35.93

Table 1. Probability distribution of neighbor sign patterns (NSPs) of HL6 subband
(8x8 coefficients) in Lena image

In Table 1 we show the NSP probability distribution for HL6 subband (from
the sixth decomposition level) of Lena test image. As shown, the probability
that the current coefficient (C) is positive when its N, NN and W neighbors are
also positive is around 20%. Besides, if the N and NN neighbors have the same
sign and the W neighbor has the opposite sign, the current coefficient (C) has
the opposite sign of its W neighbor with a probability of 25% as shown in rows
two and three in Table 1. The visible sign neighborhood correlation suggest that
the sign bits of wavelet coefficients are compressible.

After running the genetic or simulated annealing algorithm for each subband
type, we obtain the sign prediction table that contains the sign predictions for
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every NSP [k], k = 0 . . . 3neighbors − 1. So, when coding the sign of a wavelet
coefficient in a particular subband, first we will get the sign value of the corre-
sponding neighbor set in order to form the actual NSP. Then we will look up
this NSP in the table to find the sign prediction of the actual wavelet coefficient.
Finally, what we are going to encode is the correctness of this prediction, i.e.,
a binary valued symbol resulting from expression ŜCi,j [k] · SCi,j , where SCi,j

represents the sign value of actual coefficient Ci,j (0: positive, 1: negative) and

ŜCi,j [k] represents the sign prediction of coefficient Ci,j . The performance of a
binary entropy encoder will depend on the behavior of our sign predictor, the
higher the success prediction ratio the higher the compression rate.

In the first place we need to map our problem to the definitions and processes
that define both a GA and a SA as introduced above.

2.1 Genetic Algorithm Definition

The genetic algorithm created follows the classic structure for this type of al-
gorithms: population initialization, population evaluation and new population
generation through the classification of individuals using a fitness function and
the use of crossover and mutation operators to create new individuals.

Then we need to create a population (universe) of individuals that during
the evolution process will improve their goodness in base to a fitness function
that will determine their quality. The genetic information of one individual is
the set of sign prediction values of every NSP [k].

For our purposes we will define the fitness function in such a way that its
result indicates the sign prediction performance of one individual for the set of
images. In other words, the fitness function will estimate the compression rate
of the sign prediction encoding that would be achieved if the prediction table
defined by this individual is used to encode the images in the image set (see
Eq. 1).

Finally, single point crossover is used in all variations where the locus point
to split the parent gene is randomly selected. On the other hand, the mutation
policy inverses the prediction value of a randomly chosen gene. Also, two best
individuals survive to the next generation and they can not be modified by the
mutation operator.

Each individual is represented by a binary vector where its elements repre-
sent a combination of signs from a predefined neighborhood set of coefficients,
and the stored values into these elements correspond to the sign prediction for
the coefficient (binary value). The size of this vector depends on the number of
neighbors that conforms the neighborhood. The greater the number of neigh-
bors considered, the greater then number of sign combinations, namely 3n being
n the number of neighbors, since the possible sign values of neighbor wavelet
coefficients are ternary values (positive, negative or null).

For the test, we have used an initial population of 100 individuals, and the
evolution process is performed 1000 times.
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2.2 Simulated Annealing Algorithm Definition

The SA algorithm is based on an analogy with metallurgical annealing, a pro-
cess whose objective is to cause a solid to reach a minimal energy state with a
highly regular crystalline structure. Basically, the analogy is formed as follows:
a) A method for generating random changes in the state space is defined, b) The
objective (cost) function of the problem is equivalent to energy in the mechan-
ical process, c) A control parameter is defined (’temperature’) which is lowered
in accordance with an annealing schedule and d) An acceptance distribution is
defined, based on a suitable physical law which determines, at a given ’temper-
ature’, whether a given generated state, which does not lead to a lower cost, is
to be accepted.

The simulated annealing approach is able to avoid local optimum by means
of the inclusion of an acceptance test. This test allows non-optimal solutions to
be accepted with a Boltzmann probability function [9].

The simulated annealing algorithm created follows the classic structure for
this type of algorithms: First of all we define an initial solution (R), containing
a sign prediction for each 3n NSPs being n the number of neighbors, then each
NSP sign prediction is randomly initialized as a positive or negative sign and
finally, we evaluate the goodness of the solution by means of the cost function
(Eq. 1) over all selected images.

∑N,M

i=0,j=0

∑
3
nNSP

k=1
ŜCi,j [k] · SCi,j

N ×M
∀ image (1)

where N, M are the image dimensions, ŜCi,j [k] is the sign prediction for NSP
(k) and SCi,j is the sign of wavelet coefficient Ci,j . The division by N ×M is
performed to normalize the cost function because the different evaluated images
could be of different sizes.

Then, during cooling process, SA algorithm attempts to replace the current
solution (R) by a new generated solution (R’) in which one of the NSP sign
predictions is changed. The new solution (R’) will be accepted if its cost value
(cost function) is better than the current solution (R) one. Also, in case the
new solution cost value is not improved, the new solution (R’) may then be
accepted with a probability that depends both on the difference between the
corresponding cost values and also on a global parameter T0 (called the initial
temperature), that is gradually decreased during the process.

Several parameters should be taken into account in the simulated annealing
algorithm: The temperature cooling control parameters (T0, Tf ) defined by a
decrement parameter (β) and the number of NSPs changed on the next simulated
annealing iteration of new solutions (R’). We have performed tests varying these
parameters to tune the algorithm in such a way that the algorithm convergence to
the optimal/suboptimal solution is fast enough. The parameters used to obtain
the sign prediction are: T0(5), Tf(2), β(0.98) and number of NSP changed on
each generation of random solutions (1).
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3 Performance Evaluation

In order to analyze the performance of both GA and SA algorithms, we have
runned both algorithms over three different scenarios.

– S1- 512x512 Lena image (low textured image)
– S2- 512x512 Barbara image (high textured image)
– S3- Both Lena and Barbara images.

Furthermore, we have defined 3 different neighborhood patterns varying the
number of neighbors to predict the wavelet coefficient sign (see Table 2).

Neighborhood HL LH HH NSPs
size (n) 3n

N3 3 N,NN,W W,WW,N N,W,NW 27
N4 4 N,NN, W,WW, N,W, 81

W,WW N,NN NW,NNWW
N5 5 N,NN, W,WW N,W,NW, 243

NNN,W,WW WWW,N,NN NNWW,NNNWWW

Table 2. Neighborhood tested for HL, LH, and HH wavelet subbands.

In Fig. 1 we show a comparison between GA and SA for scenarios S1, S2 and
S3 using N1, N2 and N3 neighborhood. As shown, both GA and SA algorithms
obtain the same fitness value in all scenarios when applied over a neighborhood
with 3 neighbors (N3). However, SA algorithm obtains better fitness as the
number of neighbors increases, while the GA algorithm get worse as the number
of neighbors increases in all scenarios. Remark that the better the fitness, the
greater the compression performance will be achieved.

Regarding computational cost, both algorithms performs an intensive search
and the main computational cost is due to the fitness function which is computed
for all pixels (N × M) of the image and for all evaluated images. In Fig. 2 we
show the computational time in seconds required by both GA and SA algorithms
until the convergence to the maximum fitness value obtained by each algorithm
is reached. As it can be seen, SA algorithms quickly converges to the maximum
fitness value for N3 and N4 neighborhood setting, being on average 4.2 times and
up to 8.4 times as fast as the GA algorithm for N3 and N4 neighborhood pattern,
respectively. However, for N5 pattern, the GA algorithm converges 1.8 times on
average as fast as the SA algorithm. This is mainly due to the greater number of
iterations performed by the SA algorithm in our test. The SA algorithm performs
the NSP size (243 for the N5 pattern) for each temperature value, being the total
iterations performed in our test 6318, while the GA algorithm performs only 1000
iterations.

As Table 3 shows, both algorithms have similar memory requirements, being
nearly the total amount of it needed to store the sign of wavelet coefficients sign
and directly affected by the number of images to be evaluated and its dimensions.



Simulated Annealing vs Genetic Programming for 2D Wavelet Sign Coding 7

 

(a) Genetic algorithm - S1

 

(b) Simulated Annealing - S1

 

(c) Genetic algorithm - S2

 

(d) Simulated Annealing - S2

 

(e) Genetic algorithm - S3

 

(f) Simulated Annealing - S3

Fig. 1. Fitness comparison between GA and SA for S1, S2 and S3 scenarios using N3,
N4 and N5 neighborhood pattern.

4 Conclusions

We have presented an evaluation between a genetic algorithm and a simulated
annealing algorithm that performs a prediction for wavelet coefficient signs. Both
algorithms are able to obtain good predictors which will be used by an image
encoder to compact the wavelet sign information. Between them, the SA algo-



8 J.M. Navarro et al.

 
 

 
 

(a) Genetic algorithm - S3

 
 

 
 

(b) Simulated Annealing - S3

Fig. 2. Time elapsed until convergence to the final fitness value for GA and SA algo-
rithms (log scale)

Pixels Genetic Algorithm Simulated Annealing

S1 262144 1732 1724
S3 524288 2764 2756

Table 3. Memory requirements in KBytes for GA and SA algorithms over different
scenarios.

rithm performs better as the number of neighbors is increased using the same
configuration parameters. On the other hand, the GA algorithm must be tunned
specifically to each scenario, being their behavior slightly lower in the test per-
formed. Regarding computational cost, the SA algorithm is faster than the GA
algorithm, because usually converges quickly than the GA algorithm, being up
to 15 times as fast as the GA algorithm in the test performed. So, we think that
SA algorithm is the better choice for this particular problem.
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