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Abstract— A new video coding standard, HEVC
(High Efficiency Video Coding), has been recently
developed. In this paper we will analyze its perfor-
mance and how it behaves under packet loss condi-
tions, which is a typical scenario for multimedia trans-
mission over wireless networks. We have modified the
reference software in order to make it resistant to data
loss and we have measured the impact of these losses
at different coding settings. For the sake of compara-
bility we have used the Common Conditions which are
oftenly used in the developement process to measure
the improvements that new contributions produce in
the standard.

Keywords— HEVC, packet loss, common conditions,
error resilience.

I. INTRODUCTION

ARLY this year (25th January 2013), the Joint

Collaborative Team on Video Coding (JCT-VC)
at their meeting in Geneva agreed on a new video
coding standard, informally known as High Effi-
ciency Video Coding (HEVC)[1][2][3]. JCT-VC is
formed by members of ISO/IEC Motion Picture Ex-
perts Group (MPEG) and ITU-T Video Coding Ex-
perts Group (VCEG). This new standard will need
half the bit rate than the previous video coding stan-
dard H.264/AVC to achieve the same video quality.
This increase in compression capability will make
High Definition (HD) video feasible for low band-
width connections. HEVC is also capable to work
with video formats that go beyond HD resolution,
reaching Ultra High Definition (UHD) video, like 4K
UHD (2160p) and 8K UHD (4320p). This new for-
mats and target frame rates, that can reach up to 120
frames per second, bring the need of higher compres-
sion efficiency.

In this paper we will evaluate the performance of
HEVC for different compression settings. We have
modified the reference software [4] to make it resis-
tant to data loss in order to evaluate losses in the bit
stream. The original reference software crashes when
decoding a bitstream with missing parts. But with
our modified decoder version we have been able to
test how HEVC bevahes under packet loss conditions
and how different settings affect to the reconstructed
video quality.

For the sake of comparability we have used the
Common Conditions [5] that are frequently used to
evaluate the proposed improvements introduced by
contributions to the standard. By using this common
conditions it is easier to compare the results of video
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quality and video compression efficiency.

II. HEVC AND CoMMON CONDITIONS

In [6] the authors provide a good overview of
the new HEVC standard. HEVC is similar in sev-
eral aspects to H.264/AVC but it also introduces
some improvements that lead it to its great per-
formance. It follows the same hybrid compression
scheme than H.264/AVC, based on motion or in-
tra estimation/compensation, domain transform fol-
lowed by coefficient scaling and quantization and, at
last, entropy coding.

Some of the novelties in this new video coding
standard are the following. In H.264/AVC, the
unit used for coding samples is the MacroBlock
(MB). A MB consists of 16x16 luma samples and
its corresponding chroma samples. In HEVC Coding
Tree Units (CTU) may contain Coding Tree Blocks
(CTB) of 16x16, 32x32 or 64x64 luma samples and
their corresponding chroma samples. Bigger sizes
usually lead to improvements in compression, espe-
cially in large video formats. Intra prediction (pre-
diction of pixels based on previously coded pixels of
the same picture) now supports up to 35 modes in-
stead of the 10 modes of H.264/AVC. This can lead
to a better estimation and compensation and can
produce smaller residuals which will need less bits to
be encoded. A new process is now included in the
video coding loop, named Sample Adaptive Offset
(SAO). SAO is performed after deblocking. Its aim
is to reduce distortion by classifying reconstructed
pixels into different categories according to their in-
tensity and edge parameters and then applying a dif-
ferent offset for each category. Also a new structure
has been introduced in HEVC: the Video Parameter
Set (VPS). VPS permits to send information which
is common to the entire video sequence. It works
in a similar way to Sequence Parameter Sets (SPS)
and Picture Parameter Sets (PPS) which are avail-
able in both standards. VPS improves compression
and can also be used for error resilience (ER) pur-
poses. Another new feature is the coding using Tiles.
Tiles are square regions of a picture that can be de-
coded indenpendently. This new structure has been
introduced in the standard with the goal of facili-
tating parallel processing. Several other refinements
are present in the new standard, like improving the
entropy encoder CABAC (Context-Adaptive Binary
Arithmetic Coder) and also new features like Wave-
front Parallel Processing (WPP). For a deeper look
into these and other novelties the reader can check
out [6].

In [5] the JCT-VC defines the common test con-



ditions and software reference configurations to be
used for HEVC experiments. In that paper it can be
found a series of settings in order to evaluate HEVC
video codec and to compare the different contribu-
tions made to it.

The common test conditions specify a number of
video sequences for testing HEVC, grouped in sev-
eral categories. Five of those categories consist of
natural video sequences with different picture reso-
lutions, ranging from 416x260 pixels to 2560x1600
pixels. Another category includes video sequences
that have synthetic video in part or in their whole.
Frame rates of sequences range from 20 frames per
second to 60 frames per second and the bit depth is
8 bits (except for two sequences whose bit depth is
10 bits).

There are four compression modes specified. Each
of them is best suited for a class of applications. All
Intra (AI) mode codes every frame as an I (intra)
frame, this is, no motion estimation/compensation
is used. This mode can code a video sequence faster
than the other three modes but the compression effi-
ciency that motion compensation can achieve is not
exploited here at all. In the other hand, errors in
the bitstream are not propagated through the fol-
lowing frames so it provides an inherent mechanism
of ER. Applications which are concerned about cod-
ing time but not about bandwidth can benefit from
this coding mode. Also applications which need to
treat each frame independently (like non-linear video
editing) are target applications for this mode.

There are two coding modes that hugely increase
the compression efficiency and at the same time are
concerned about decoding time. They are called
Low-Delay P (LP) and Low-Delay B (LB). This two
modes use temporal prediction but reference pictures
can only be chosen from previous pictures (in display
order). In these two modes a coded sequence begins
with an I frame and then P frames (for LP mode) or
B frames (for LB mode) are inserted until the end of
the sequence. P (Prediction) frames can use up to
one reference frame and B (Biprediction) frames can
use up to two reference frames . Every frame is coded
and transmitted in display order so the decoder can
display a frame just after receiving and decoding it.
This two modes cannot deal with errors in the bit-
stream because an error in a frame will propagate
through succesive frames.

There is a fourth coding mode specified in the com-
mon conditions: Random Access (RA) mode. In
RA mode an I frame (more specifically, it is a CDR
(Clean Decoding Refresh) frame) is inserted every
(approximately) one second of video, and the rest are
coded as B frames. But here, B frames have reference
frames that can appear earlier or later (in display or-
der). So coding (and also decoding) order is not the
same as displaying order. This means that coding
and decoding includes some delay. Coding delay is
caused because the encoder has to wait for future
frames (in display order) needed as a reference to
encode the present frame. Decoding delay is caused

because the decoder does not receive coded frames
in display order and has to wait until it has received
and decoded all the reference frames needed to de-
code the next frame. The applications that can use
RA mode need to be tolerant to a small delay. On the
other hand, inserting an I frame periodically allows
actions like fast forwarding/reversing or navigating
to a certain moment of the sequence. So this mode
is appropriate for applications like video streaming
of pre-recorded sequences where navigation is very
useful and a little delay can be perfectly asumed.

For each of these four modes, two different bit
depths are used for internal calculations: 8 bits
(Main) and 10 bits (High). So we have a total of 8 dif-
ferent coding settings combining internal bit depths
with coding modes. Configuration files are provided
within reference software package [4] [7] [8].

In order to plot Rate-Distortion (RD) curves, four
QP (Quantization Parameter) values are specified:
22, 27, 32, and 37. Lower QP values produce bit
streams with higher bit rates. At each of this points
bit rate and PSNR (Peak Signal-to-Noise) are calcu-
lated.

I1I. EXPERIMENTS

As it was said before, the original reference soft-
ware is not resistant to data loss. This means that
when the decoder receives an incomplete bit stream
it crashes. So, before launching any experiment re-
garding data losses, we first had to modify the HEVC
reference decoder to avoid crashing when some data
are missing.

For our experiments we have chosen the sequence
named Race Horses with a format of 832x480 pixels
and a frame rate of 30 frames per second. As divid-
ing a frame in several slices will be used in our future
work to introduce ER techniques, we have first mea-
sured the overhead produced by varying the number
of slices per frame (in the absence of losses). We have
performed the rest of our experiments by combining
the four different modes (AI, LP, LB, RA) with dif-
ferent number of slices per frame (1, 2, 4, 8, 13, 26)
and at the four indicated values for QP (22, 27, 32,
37). Every one of these combinations has been tested
at six different packet loss rates (1%, 3%, 5%, 7%,
10%, 20%). For the sake of more realistic random-
ness, for each one of these loss rates, five different
seeds have been used and the values obtained for
each PSNR value are the mean values of those five
results.

We have first measured the PSNR values obtained
for every experiment and then we have implemented
a simple error concealment (EC) technique in the
decoder to see how it improves video quality in the
presence of packet losses and then re-launched all
the tests. This simple technique consists basically in
filling the missing regions of the current frame with
the corresponding regions of the last decoded frame.

After these experiments we also tested two new
more modes that we call LP_132 and LB_I32. These
two modes are copies of LP and LB modes but in-



serting a CDR frame every 32 frames (in the same
way as RA does) but keeping reference frames using
past ones (in display order) as LP and LB do.

Taking into consideration Bjontegaard work [9][10]
we have plotted our RD curves by using Y-PSNR and
log(bitrate). And also have computed Bjontegaard-
Delta (BD) measurements (like BD-PSNR) by using
cubic interpolation.

IV. REsuLTS
A. Overhead at different slices per frame

In Table I we can see the overhead introduced for
every coding mode (at high and low bit rates) when
dividing each frame into 2, 4, 8, 13 and 26 slices per
frame with respect to using 1 slice per frame. Results
are expressed in % of bit rate increase using BD-rate
measurement. As it can be seen, overhead for Al
mode keeps within certain limits but overhead for
RA, LP and LB modes grows rapidly especially for
low bit rate settings, because at low bit rates, slice
headers represent proportionally a great amount of
data. If we plan to divide frames into slices to use
ER techniques which add redundancy to the coded
video in order to recover information when data loss
occurs, then this overhead may not be negligible.

TABLE 1
BD-RATE INCREASE IN % AT DIFFERENT SLICES PER FRAME
WITH HIGH AND LOW BITRATES FOR EACH CODING MODE.

’ BD-rate H 2sl ‘ 4s1 ‘ 8sl ‘ 13sl 26s1
AT (High) || 0,32 | 0,85 | 1,98 | 2,33 2,87
AT (Low) 0,74 | 2,05 | 4,68 | 5,54 6,97
RA (High) || 0,53 | 1,72 | 3,80 | 4,55 6,03
RA (Low) 1,56 | 4,53 | 9,96 | 12,96 | 19,09
LP (High) || 0,27 | 0,92 | 2,08 | 2,60 3,59
LP (Low) 1,04 | 3,26 | 7,31 | 9,83 | 15,20
LB (High) || 0,22 | 1,00 | 2,47 | 3,00 4,12
LB (Low) 1,29 | 3,47 | 7,55 | 10,17 | 15,45

B. FEvaluating HEVC modes without losses

Figure 1 shows the coding efficiency of each of the
4 coding modes specified in common conditions. As
it can be seen, Al mode produces much higher bit
rates at a same level of quality than RA, LP and LB
modes. The most efficient of these three methods is
RA. LP has an increase in bit rate of 8.65% over RA,
and LB has an increase in bit rate of only 1.95% over
RA. RA saves a 62.71% of bit rate with respect to
Al As it was said before, each mode has different
target applications which not only depend on coding
efficiency.

C. FEvaluating HEVC with losses

Figure 2 shows the behavior of LP mode (equiv-
alently LB mode) under data loss conditions. As
this mode has only one I frame (the first one), errors
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Fig. 1. Compression efficiency of the 4 coding modes.

propagate continuously through the entire sequence
leading to a completely useless video sequence. It
does not matter which the loss rate is, even for only
1% of losses, the quality of the reconstructed video
is awful.
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Fig. 2. LP mode at 1 slice per frame and without using EC.

On the opposite situation we find Al mode that
inherently has an ER mechanism because no frame
uses reference frames, so errors do not propagate at
all. In Figure 3 this behavior can be seen for Al mode
with 1 slice per frame at different data loss rates. RD
curves from 0% to 5% are very close to each other
what means that PSNR does not decrease too much.

By observing Figures 3, 4 and 5 a conclusion can
be drawn, increasing the number of slices per frame
reduces the PSNR value of the reconstructed se-
quence. Will this conclusion remain valid for se-
quences reconstructed using our basic EC method?
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Fig. 3. Al mode at 1 slice per frame and without using EC.
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Fig. 4. Al mode at 2 slices per frame and without using EC.

D. Adding a basic error concealment method

In Figure 6 we can see the improvement in PSNR
that the EC method provides for RA mode at 13
slices per frame at three percentages of data loss. In
Figure 7 we can see the corresponding improvements
for AT mode. Comparing both figures it can be seen
that the simple method implemented is much more
effective in AT mode than in RA mode. In RA mode
we obtain improvements of 0.44 dB, 0.78 dB and 0.71
dB for 1%, 3% and 7% data loss rates, respectively,
while in AI mode we obtain improvements of 0.52
dB, 1.33 dB and 2.42 dB for 1%, 3% and 7% data
loss rates, respectively.

In Figure 8 we can find the answer to the pre-
viously asked question. This plot represents the RD
curves for AT mode, using the basic EC method at 3%
data loss rate and varying the number of slices per
frame. As in the non concealed version, an increase
in the number of slices also produces a worse value

Fig. 5. Al mode at 13 slices per frame and without using EC.
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Fig. 6. Comparison of EC and non-EC decoding for RA mode
at 13 slices per frame.

of PSNR. The BD-PSNR differences with respect to
encoding with 1 slice per frame are the following: -
0.30 dB, -0.90 dB, -1,52 dB, -2,10 dB and -2,67 dB
for 2, 4, 8, 13 and 26 slices per frame, respectively.

E. LP_132 and LB_132 coding modes

As we have seen in section IV-C, LB and LP modes
do not recover from data losses because they only
have one I frame at the beginning. From the sec-
ond frame till the end of the sequence only P or B
frames (which are based in previous frames) will ap-
pear. There is not any refreshing frame that can
stop error drifting when data loss occurs. This is not
true for RA mode, which inserts an I frame (CDR
frame) every second of the sequence (for this se-
quence, every 32 frames). So we have created two
new modes (LP_I32 and LB_132) which are very sim-
ilar to LP and LB modes but inserting an I frame
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Fig. 7. Comparison of EC and non-EC decoding for AI mode
at 13 slices per frame.
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(CDR frame) every 32 frames, in a similiar way as
RA does. We thought that we would get similar RD
curves for LB_132 mode than for RA mode but in
Figure 9 it can be seen that there is a difference in
PSNR values for these two modes. By inserting an 1
frame periodically, PSNR improves over the original
LP and LB modes, but we have realised that there
is another characteristic of RA mode that also helps
to reduce drifting: prediction from future frames (in
display order). In RA mode some prediction is done
by using future frames, so it can benefit from future
I frames to refresh a damaged region. But LB_132
mode always uses past frames (in display order) so
it cannot benefit from future refreshing frames and
when an error occurs it will be probably infect the
following frames. The difference in BD-PSNR for RA
and LB_I32 modes is of 3.76 dB, 3.80 dB and 3.49
dB for 1%, 3% and 5% data loss rates.

Fig. 9. RA mode versus LB_32I mode using EC decoding for
different data loss rates.

V. CONCLUSIONS

In this paper we have presented an evaluation of
HEVC new video coding standard. In order to make
results comparable with other experiments we have
used the common test conditions, which were de-
signed to measure improvements of the contributions
to the standard. As the original reference software is
not resistant to data losses we have modified the ref-
erence decoder in order it does not crash when some
data are missing. By using this modified version we
have been able to conduct several tests and see how
HEVC and the different coding modes behave under
packet losses conditions. We have also implemented
a basic error concealment technique in the decoder
and shown the benefits of using it. At last, we have
modified two of the original coding modes to study
what characteristics would help to make a bit stream
error resilient.
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