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QoS Support in MANETs: A Modular Architecture
Based on the IEEE 802.11e Technology
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Abstract— Providing quality-of-service (QoS) in wireless ad
hoc networks is an intrinsically complex task due to node
mobility, distributed channel access, and fading radio signal
effects. This goal can be successfully accomplished only through
the cooperation of the different protocol layers involved. In this
paper we propose a novel QoS architecture that is able to support
applications with the bandwidth, delay, and jitter requirements
in MANET environments. The proposed architecture is modular,
allowing the plugging in of different protocols, which offers great
flexibility. Despite its modularity, we propose optimizations based
on interactions between the media access control (MAC), routing,
and admission control layers which offer important performance
improvements. We validate our proposal in scenarios where
different network loads, node mobility degrees, and routing
algorithms are tested in order to quantify the benefits offered
by our QoS proposal. In particular, we have also used real
H.264/AVC video traces to simulate video sources in order to
measure the quality in terms of peak signal to noise ratio of the
received video, so that the benefits of applying our QoS scheme
to video sources can be assessed in terms of user satisfaction
(from the applications perspective).

Index Terms— Cross-layer optimization, distributed admission
control, QoS architecture for MANETs.

I. INTRODUCTION

MOBILE AD HOC NETWORKS, which are also known
as MANETs, are composed of independent mobile ter-

minals that communicate wirelessly to conform to a network.
All nodes within an ad hoc network provide a peer-level
multihop routing service where all nodes simultaneously act
as both traffic sources/sinks and as traffic forwarders.

Research in the ad hoc networking field has received
much attention recently because these networks offer many
benefits, such as self-reconfiguration and adaptation to
highly variable characteristics—power and transmission
conditions, network topology and traffic load—without
requiring a fixed infrastructure. When attempting to enhance
these networks to support applications with quality-of-service
(QoS) requirements, we find that there is still more research to
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be done. At the physical layer there are interference problems,
adaptive data rates, and fading signal effects, which make
it very difficult to offer QoS guarantees—especially when
operating on free radio bands, such as ISM (industry, science
and medicine) bands. At the MAC layer, we have distributed
channel access which causes the well-known hidden and
exposed node problems. Such problems make bandwidth
reservations a complicated issue (“coupled capacity” problem)
that was proved to be NP-hard [1], [2]. At the network layer,
routing protocols have to deal with fast topology changes and,
if QoS support is required, they must discriminate among
the available paths to meet the QoS requirements. At upper
layers, applications should be MANET-aware to adapt their
behavior and thus improve performance.

In this paper we propose a flexible architecture for MANETs
that is able to offer end-to-end QoS support to mobile ad hoc
network environments. Our proposal builds upon the IEEE
802.11e standard [3] by adding a probe-based admission
control system, along with an enhanced version of the dynamic
source routing (DSR) protocol [4] to make it efficient also at
high degrees of mobility. The proposed architecture includes
cross-layer optimizations to improve the performance of the
different protocols that conform to it. Since our proposal
is based on off-the-shelf wireless devices and optimizations
to widely available routing protocols, its development and
deployment can be done within a short period of time. It can
also be used in heterogeneous MANETs where not all the
terminals participate in QoS tasks, while maintaining a high
degree of effectiveness in homogeneous MANETs. In terms
of performance assessment, in our experiments we have used
real video traces encoded with the H.264/AVC [5] codec to
obtain performance results at the user level.

This paper is organized as follows. In the next section, we
refer to significant related works in the field. In Section III
we offer an overview of the proposed QoS architecture. We
offer the details on the most relevant architectural elements in
Sections IV (admission control layer) and V (routing layer).
We then proceed to show the experimental results obtained in
Section VI. Finally, in Section VII we present our conclusions.

II. RELATED WORK

Despite the issue of QoS support in MANETs is a relatively
novel subject, it has recently received much attention from
researchers worldwide. In the literature we can find works that
focus on QoS issues related to a single protocol layer (e.g.,
MAC layer, routing layer) along with works that propose a
QoS framework that combines more than one layer. We now
proceed to detail some relevant works on each of these areas.
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In terms of MAC layer protocols for ad hoc networks, the
IEEE 802.11 Working Group E [3] has recently completed a
new MAC standard, also denoted as IEEE 802.11e, to enhance
Wi-Fi networks with QoS support. In [6] Romdhani et al.
propose enhancements to the IEEE 802.11e technology to
offer relative priorities by adjusting the size of the contention
window (CW) of each traffic class, taking into account both
applications requirements and network conditions. Sobrinho
and Krishnakumar propose Blackburst [7], which is a novel
distributed channel access scheme that is more efficient than
the IEEE 802.11e technology. Other works such as [8]–[10]
also propose alternate QoS MAC schemes designed specifi-
cally for ad hoc network environments.

Concerning routing layer proposals offering QoS support
in MANETs, Lin and Liu [11] propose a QoS routing pro-
tocol that includes end-to-end bandwidth calculation along
with bandwidth allocation schemes. Shigang and Nahrstedt
[12] define a distributed QoS routing scheme that selects a
network path with sufficient resources to satisfy a certain
delay (or bandwidth) requirement. In [13], Xue and Ganz
propose a resource reservation-based routing and signaling
algorithm (AQOR) that provides end-to-end QoS support in
terms of bandwidth and delay. Also, Chen and Heinzelman
[14] propose a QoS-aware routing protocol that incorporates
admission control and feedback schemes to meet the QoS
requirements of real-time applications by offering an estimate
of available bandwidth.

Concerning QoS frameworks for MANETs, Lee et al.
propose INSIGNIA [15], an approach to integrated services
support in MANETs through a flexible signaling system.
Ahn et al. propose SWAN [16], an approach to differentiated
services support in MANETs using plain IEEE 802.11 plus
rate-control for best effort traffic; traffic acceptance is depen-
dent on local bandwidth estimations and admission control
probes.

More recently, the issue of cross-layer QoS solutions has re-
ceived much attention. Concerning proposals using directional
antennas, Hamdaoui and Ramanathan [17] exploit the benefits
of MIMO antennas to enable multihop wireless networks with
flow-level QoS capabilities. Li and Man [18] propose a mul-
tipath routing scheme including an analytical and numerical
analysis of link breakages in a multihop directional network,
along with a differentiated service (DiffServ) framework for
layered video transport using QoS-aware multipath routing.

Other cross-layer QoS proposals including multipath routing
schemes are [19]–[21]. Kompella et al. [19] develop a formal
branch-and-bound framework to determine how to perform
multipath routing for multiple description (MD) video in a
multihop wireless network. Loscrï£¡ et al. [20] propose a QoS
multipath routing scheme called QAOMDV which can take
advantage of both a well-known multipath routing protocol
(AOMDV) and an evolutionary and distributed TDMA MAC
layer, called the E-TDMA. Finally, Shiang and Schaar [21]
present a distributed cross-layer streaming algorithm for the
transmission of multiple videos over a multihop wireless
network whose essential feature is the use of priority queuing.

Our proposal differs from the existing proposals since it
can operate on top of any routing protocol (both single and
multipath) and it completely avoids resource reservations,

while adequately supporting applications with bandwidth,
delay, and jitter requirements under high mobility. Instead,
periodic end-to-end assessment of path conditions through
packet probes is used, thus offering a much more flexible
QoS framework that adapts to MANETs with heterogeneous
terminals. Notice that our probing technique measures network
resources directly, contrary to most works that use probes
merely to convey measurements/decisions from intermediate
nodes on the path (e.g., SWAN [16]). Additionally, our evalua-
tion is done using the novel H.264/AVC video coding standard
to obtain user-level performance indexes.

III. OVERALL QOS ARCHITECTURE

In this section we introduce our modular QoS architecture
supporting real-time applications in MANET environments.
The purpose is to provide a flexible framework offering
end-to-end QoS support to ad hoc networks that is both
efficient and easily deployable with currently available tech-
nology.

Our architecture does not rely on intermediate stations along
an end-to-end path for admission control or signaling purposes,
avoiding resource consuming tasks such as continuous channel
measurements, traffic shaping, and resource reservation. By
restricting requirements to a minimum, we are able to use
devices with reduced computing power—e.g., PDAs—without
performance degradation.

As shown in [7], MAC-level QoS support is a sine qua
non condition for global QoS support with distributed channel
access. Though other QoS-enabled MAC layers, such as
Blackburst, could be used, in our architecture we rely on the
IEEE 802.11e technology due to its widespread availability
in commercial products [which typically implement Wi-Fi
Multimedia (WMM), a partial implementation of this standard
which offers enough functionality for our purposes].

The IEEE 802.11e standard defines four Access Categories:
Voice, Video, Best Effort, and Background, offering prioritized
channel access. By mapping IP ToS values to MAC priorities,
we are able to achieve enhanced distributed coordination
function (EDCF)-based traffic differentiation [3] in a simple
and straightforward manner.

Another important design issue is the impact of mobility
on real-time streams. Though such aspect is often disregarded
when focusing on QoS issues, we have shown [22] that high
connection disruption times are prone to occur in MANET
environments, which have a very negative influence on the
fluidity of a real-time session as experienced by users. In that
previous work we have also shown that multipath routing is
effective at solving this problem. So, within our framework,
improvements at the routing layer do not aim at meeting QoS
requirements but focus, instead, at minimizing the frequency
and duration of communication disruptions due to mobility.

In terms of admission control, Georgiadis et al. [1] have
shown that performing resource reservations in multihop
wireless environments is an NP-hard problem, even under
simplified rules for bandwidth reservation. This means that
the per-node local measurements do not offer enough data for
end-to-end bandwidth reservation, which makes the implemen-
tation of bandwidth reservation schemes for MANETs difficult

Authorized licensed use limited to: UNIVERSIDAD POLITECNICA DE VALENCIA. Downloaded on June 24, 2009 at 05:47 from IEEE Xplore.  Restrictions apply.



680 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 19, NO. 5, MAY 2009

Application layer

TCP UDP

IEEE 802.11e MAC
IEEE 802.11 PHY

AODV / MDSR

IP

D
A

C
M

E

Fig. 1. Diagram of the proposed QoS architecture, including cross-layer
interactions.

(e.g., the one proposed in the INSIGNIA [15] framework).
So, we complete our QoS framework by including a novel
admission control system based on end-to-end probes that
avoids making strict bandwidth reservations, thereby offering
soft QoS guarantees to real-time flows. Within our framework,
this element is referred to as distributed admission control for
MANET environments (DACME).

The different architectural elements, shown in Fig. 1,
conform to a modular QoS architecture characterized by
several cross-layer optimizations among its components; these
inter-dependencies are represented in Fig. 1 as double-headed
arrows. Throughout the paper we will offer details about the
different cross-layer optimizations proposed.

In the next two sections we will describe the novel
admission control and routing protocols that integrate our
QoS architecture, and we then proceed to validate the
feasibility of the global QoS proposal experimentally.

IV. DISTRIBUTED ADMISSION CONTROL ELEMENT

The main component of our QoS architecture is DACME,
a probe-based admission control mechanism that performs
end-to-end QoS measurements according to the QoS require-
ments of multimedia streams. In order to operate under optimal
conditions in IEEE 802.11-based MANETs, it is recommended
that all radio interfaces are IEEE 802.11e enabled. However,
this is not a strict requirement since DACME will still operate
correctly independently of the MAC layer used. In terms of
the software required for MANET nodes, the sources and
destinations of QoS flows must have a DACME agent running.
The rest of the nodes will simply treat DACME packets as
regular data packets, being unaware of the mechanism itself.

Concerning DACMEs components, Fig. 2 shows the
functional block diagram of a DACME agent. The main
elements of DACME are the QoS measurement module and
the packet filter. The QoS measurement module is responsible
for assessing QoS parameters on an end-to-end path, while
the packet filter blocks all traffic that is not accepted into the
MANET according to these end-to-end measurements.

An application that wishes to benefit from DACME must
register itself with the DACME agent, indicating the desired
destination IP address and the source and destination UDP
ports, along with a QoS specification (QS P EC ), stating the
requested bandwidth, delay, and jitter: (BR, DR, JR). If any
among the available bandwidth, the end-to-end delay, or the
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Fig. 2. Functional block diagram of the DACME agent.

jitter values does not meet the application’s requirements,
DACME will notify this event to the application.

Once registration is successfully completed, the QoS mea-
surement module is activated; it will periodically perform path
probing between the source and destination. The purpose is to
assess if the path can meet the QoS requirements (QSPEC),
which may be defined in terms of end-to-end bandwidth,
delay, and/or jitter. The destination agent, upon receiving probe
packets, will update the destination statistics table where it
keeps per-source information of the packets received during
the current probing period. After receiving the last packet of
a probe (or if a timeout is triggered), the destination agent
will send a reply back to the source DACME agent. The QoS
measurement module, upon receiving each probe reply, will
update the state of the path using per-connection bandwidth,
delay, and jitter flags. Once enough information is gathered, it
checks all the registered connections towards that destination,
and then decides whether a connection should be accepted,
preserved, or rejected, updating the Port state table accordingly
(defining a connection status flag as accept or drop). In the
scope of a single terminal, if only part of the registered
connections can be allowed, preference is given to those that
have registered first.

QoS support becomes effective when the packet filter mod-
ule, according to the port state table, interacts with the IP layer
by configuring the TOS header field of packets pertaining to
accepted data flows. The IEEE 802.11e MAC must then map
the service type defined in the IP TOS packet header field to
one of the four MAC access categories that it makes available.

We now comment on the interactions between DACME
and the routing and MAC layers. Afterwards, we proceed by
defining the bandwidth, delay, and jitter probing algorithms.

A. Interaction Between DACME and the Routing Protocols

The DACME agent can benefit from routing layer
information to assess the current state of end-to-end paths,
avoiding probe packets when no path is available. It can
also measure the QoS of new paths as soon as they become
available through route discovery procedures. The assessment
of routing states can be done by communicating directly with
the routing agent, or by intercepting routing packets arriving
through the wireless interface.

Concerning the interaction between DACME and reactive
routing protocols such as ad hoc on-demand distance vector
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AODV [23], we achieve optimum performance by re-assessing
the end-to-end QoS conditions as soon as a routing RREP
message from a destination of a QoS flow is received. Such
a message indicates that a new path to that destination
is available, and so the admission control mechanism is
able to react earlier if the new path cannot meet the QoS
requirements.

Concerning DSR [4] and our multipath extension to DSR
(MDSR), presented in Section V, similar strategies do not offer
significant benefits due to the intensive use of cache made by
these routing protocols. Still, other cross-layer optimizations
between DACME and MDSR are required to achieve optimum
performance; as an example, the calculation of optimum
timeout values at the receiver DACME agent must take into
account that traffic is arriving through multiple paths. The
source DACME agent must also take multipath routing into
account when estimating end-to-end delay.

As a final remark, we wish to emphasize that the routing
protocol remains agnostic about the functioning of DACME
and, in the case of AODV and MDSR (non-QoS-aware routing
protocols), it remains agnostic about QoS traffic too.

B. Interactions Between DACME and the IEEE 802.11e Layer

The QoS strategy proposed in DACMEs framework
requires MANET stations to handle packets according to the
priority tagging in their IP header. Similar to data packets,
probe packets should be handled by the MAC layer according
to their priority (using the IP TOS header field). Although
the IEEE 802.11e MAC layer offers four ACs, only two of
them (voice and video) are adequate for real-time services.
In our framework, to avoid the stolen bandwidth problem
described in [24], we assigned bandwidth probing packets to
the video access category (AC_VI). Relative to end-to-end
delay and jitter probing packets, these should be assigned
to the same access category as the application packets, so
that measurements are accurate and meaningful. As a final
remark, the contention-free bursting mechanism—part of the
IEEE 802.11e functionality—should be turned off in order to
avoid jitter peaks and, more importantly, to make the probing
measurement process more reliable.

C. Bandwidth Probing

Relative to the support for bandwidth-constrained
applications (BR), DACME relies on an end-to-end bandwidth
probing process, which consists of sending probes to the
destination periodically. In our experiments we have set
the inter-probe time (IPT) to 3 s (±0.5 s of jitter to avoid
synchronization effects), which offers a responsiveness similar
to that provided by, e.g., AODV [23].

Each bandwidth probe is composed of n packets generated
back to back. When all the packets from a probe i arrive
to the destination node (or only a subset Ni , if the timeout
is triggered), the DACME agent at the destination will mea-
sure the average interarrival time (AI Ti ) of incoming probe
packets

AI Ti = �treci

Ni − 1
(s) (1)

and it will then calculate the available bandwidth by doing

B Mi = 8× p

AI Ti
(bit/s) (2)

where p is the packet size used; p should be similar to the
one used by the application (on average). This bandwidth
measurement is then sent back to the source. The DACME
source agent, when receiving probe reply packets, will collect
the B M values sent by the destination agent to be able
to reach a decision on whether to admit the connection or
not.

We will now detail the process followed to determine the
optimum number of packets per probe (n), along with the
bandwidth refinement and correction processes required, to ac-
curately estimate available bandwidth. Afterwards, we present
the actual admission control mechanism used in DACMEs
framework.

Due to space limitations, in the next three sections we
will omit the comparative analysis on the accuracy of the
various probing possibilities for bandwidth, delay, and jitter.
This preliminary study can be found in [25], [26].

1) Probe Size Tuning: Our tuning aims at medium-sized
MANETs, in scenarios with a number of nodes between 30
and 100, and where the average number of hops is between
2 and 4. This choice was made considering the expected path
lifetimes for MANETs, which typically become too low to
offer acceptable QoS levels beyond this threshold.

According to [27], the expected path length of a squared
scenario sized L is 2·L/3. So, we want that: 2×R ≤ 2·L/3 ≤
4 × R; for a radio range R = 250 m (default one), the target
scenario side length is in the range 750 ≤ L ≤ 1500 m.

We consider that the most important factors affecting the
average interarrival time of probe packets and, therefore, the
measured bandwidth, are the end-to-end path congestion (c),
the number of hops on the path (h), and the number of
packets per probe (n). Therefore, we use function �(n, c, h)
to represent the measured bandwidth in a certain environment
as a function of these three parameters.

In order to gain insight into this function, we devised a static
scenario that allows us to make measurements in a controlled
environment and develop an analytical framework that can
later be applied to mobile scenarios. For this preliminary
tuning process we require the scenario to be static to obtain
meaningful comparisons between reference values and those
obtained with probes, avoiding interferences due to routing
traffic and variable number of hops. These would cause avail-
able bandwidth to vary with time, making any measurements
meaningless for our purpose.

The static scenario we selected is presented in Fig. 3.
When choosing it we took into account several factors. First
of all, contention among different data sources had a clear
impact on performance. This was achieved by aggregating
several stations within data communication range of each
other (traffic sources and first intermediate station). Our aim
was also to create a multihop environment, since it will also
affect available bandwidth. That was achieved by including
several intermediate stations on the end-to-end path. With this
setting we also experience hidden terminal effects and the
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Fig. 3. Static scenario used to tune the probing process.

impact of carrier sensing ranges (considerably larger than data
communication ranges).

The number of hops (4) aims at achieving a worst case
behavior for the target scenario sizes (see above). Therefore,
we can simplify function � as follows:

�(n, c, h) ∼= �(n, c)|L min<L<L max . (3)

Concerning the capacity of a multihop ad hoc network,
in [27] the authors determine that the theoretical upper limit
for the capacity of a chain is defined as Cmax = Wmax/4,
where Wmax is the maximum raw bandwidth achievable by
the technology. Wmax for IEEE 802.11g is of 54 Mbit/s, and
so Cmax = 13.5 Mbit/s. So, we can now proceed to find
the optimal value for probe size n using our static scenario
configuration.

When probing for bandwidth we have two conflicting
interests: more packets per probe offer more accuracy; but at
the same time we want to minimize overhead. So, the cost
function used must represent this conflict of interests and allow
us to find an adequate tradeoff. The chosen cost function is

�(n) = Max

( √
Vc [�(n, c)]

2 · Ec [�(n, c)]

)
+ n

Qlim
(4)

where Vc and Ec refer to the variance and the expected
value with respect to variable c, and Qlim refers to the
maximum queue size per MAC access category (which is set
to 50 packets). Notice that, in order for both magnitudes to
be comparable, we normalize them so that we are able to
minimize percent differences. As shown in Fig. 4 (top), a
minimum for � is reached for n = 10. Hence, each bandwidth
probe will consist of 10 back-to-back packets.

Experimental results showed that, for n = 10, the accuracy
of a single probe has an error ranging from 4% to 16%.

2) Bandwidth Refinement Through Multiple Probes: For
each probe sent, the new value for the measured bandwidth
obtained at the destination is sent back to the source only
once. The information offered by these consecutive probes is
used to refine the mean and standard deviation values for the
bandwidth. Upon arrival of the first measurement, it merely
stores that value by setting μ0 ← B M0 and σ0 ←∞.

By using the measurements that follow, it recalculates the
mean and the standard deviation as follows:{

μi ← (i−1)·μi−1+B Mi
i

σi ←
√

(i−2)·(σi−1)2+(B Mi−μi )
i−1

, i > 0 (5)

thus allowing us to refine both values iteratively.
3) Correction of the Estimation Bias: MANETs conform

a system with memory and, for that reason, any short-term
measurement values must be corrected in order to accurately
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Fig. 4. (Top) Value of cost function � for different values of n and (bottom)
discrete probability distribution for the probing process under low, average,
and high levels of congestion.

reflect long-term values. To understand this phenomena, let
us take as an example the results of Fig. 4 (bottom), where
we show the discrete probability distribution of the probing
process for our static scenario under low, average, and high
congestion.

The arrow/letter pairs refer to available bandwidth measure-
ments made with real traffic, and are used as a reference for the
comparison. As can be seen, the three probability distributions
are not centered around the reference values (H, A, and L),
which explains why their mean is superior to the actual
bandwidth availability. Also, we notice that the average levels
of congestion tend to favor lower kurtosis values.

So, our purpose is to obtain, for all values of end-to-end
path congestion (c), an unbiased estimator υp(c) for the long-
term available bandwidth BLT

p (c) achievable with a certain
packet size p.

We have tested with different correction functions and found
that we are able to achieve high degrees of accuracy by merely
relying on short-term measurements of both mean and standard
deviation

υp(c) = α · μp(c)+ β · σp(c). (6)

Notice that α and β are parameters whose optimal value can
be obtained through regression. Our purpose is to find values
for α and β that apply to a wide range of path congestion
values. This purpose can be met since we find experimentally
that the expression

∃α, β ∈ R:

∣∣∣∣1− υp(c)
BLT

p (c)

∣∣∣∣ < ε,

∀c∈ [0, Cmax] , ∀p ∈ [pmin, pmax]
(7)

is true for very low error values (ε).
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Algorithm 1 Probabilistic admission control mechanism for
bandwidth-constrained applications
After receiving each B Mi do {

calculate μi and σi

find the unbiased bandwidth estimator υp,i

if
(
υp,i − tn−1,0.95

σi√
n

> BR
)

then Flag(BW) ← 1

else if
(
υp,i + tn−1,0.95

σp,i√
n

< BR
)

then Flag(BW) ← 0

else if (n < N max)

then send a new probe }

4) Admission Control Under Bandwidth Constraints: In
terms of an actual implementation of a DACME agent, the
decision on whether to accept, maintain, or refuse a certain
connection is based on the probabilistic admission control
mechanism described as Algorithm 1.

This algorithm is executed every time a probe reply is
received. Decisions are based on statistical confidence levels;
therefore, tn−1,0.95 refers to a Student’s t-distribution with n−1
degrees of freedom and for a confidence level of 95%. The
proposed algorithm allows us to reduce the number of probes
required to perform a decision to a value as low as two probes;
it occurs often in those situations in which it becomes quickly
evident that the available bandwidth is either much higher or
much lower than the requested one. If the application is solely
bandwidth constrained, the source DACME agent will then
notify it whether the connection can currently be admitted or
not. If the application also has requirements on end-to-end
delay and delay jitter, the DACME source agent will perform
more tests, up to a limit of nmax. These issues are addressed
in the two following sections.

D. Delay Probing

To support applications with bandwidth and delay require-
ments (BR, DR), or delay requirements alone (DR), DACME
offers a measurement technique similar to the measurements
made by a ping application. However, to reduce as much as
possible the time used to perform measurements, a new echo
request packet is sent immediately after receiving an echo
reply packet. Also, and for the sake of accuracy, the echo
reply packet should have the same length and the same value
for the IP TOS field as the echo request one.

In [25] we find that at least three consecutive round-trip
times are required to obtain a reliable delay measurement.
Therefore, the technique we use to handle applications with
delay requirements is the following: We start with four consec-
utive probe request/probe reply rounds to assess the end-to-end
delay. The value of the first round is discarded since it is used
as a warm-up round to trigger routing and find the end-to-
end bidirectional paths. The results from the three remaining
probing rounds are averaged and stored as De(0). In case any
of the packets is lost, the end-to-end path is considered to be
broken and the traffic is blocked.

We will now describe how, after estimating De(0),
we will estimate the delay at different levels of path

utilization u (0 ≤ u ≤ 1), for traffic in both voice and video
MAC categories.

According to [28], a simple but commonly used predictor
of delay based on the aforementioned parameters is

De(u) = De(0)

1− u
. (8)

For our study we find that this approach offers little accuracy
in MANET environments, and so we propose an alternative
delay estimation function

De(u) = α · (eβ·u − 1)+ ϑ · u2 + η · u + γ (9)

which allows achieving much higher degrees of accuracy.
Notice that it relies on the parametrization vector v =
(α, β, γ, η, ϑ). Since we know that De(0) = γ , we are able
to obtain a normalized representation for delay instead

D̄e(u) = De(u)

De(0)
= a · (eb·u − 1)+ c · u2 + d · u + 1 (10)

where a = α/De(0), b = β, c = ϑ/De(0) and d = η/De(0).
Our goal with (10) is to model the delay behavior in a

way that is independent of the measured end-to-end delay
values. Hence, we normalize using De(0) so that it can
be adapted to each specific case. Therefore, we obtain an
equation similar to (8), though more accurate in multihop
MANET environments. We are now able to estimate what
the end-to-end delay would be if QoS traffic starts flowing;
this is particularly important when the bandwidth consumed
approaches the currently available capacity.

Based on this estimating function, we must find the values
for parameters a, b, c, and d that offer an accurate prediction
of delay for traffic belonging to both video and voice MAC
access categories. Therefore, we rely on a curve-fitting process
to obtain two distinct parameter sets: vvoice = (a′, b′, c′, d ′)
and vvideo = (a′′, b′′, c′′, d ′′), that apply depending on the
type of traffic. To understand the need for two parameter sets,
notice that utilization is measured with respect to the value for
the expected available bandwidth which, as explained at the
beginning of the section, must always be done with probes in
the video access category of IEEE 802.11e.

Probabilistic admission control for delay-bounded applica-
tions is done according to Algorithm 2. The strategy followed
consists of making decisions based on worst and best case
estimations for the delay. If the application is bandwidth-
constrained and the traffic is blocked, these estimations are
made according to bandwidth usage. When traffic is flow-
ing, or when the application is delay-bounded alone (which
suggests that bandwidth requirements are minimal), there is
no need to perform such adjustments, and the measured
value is directly used. In this case, we introduce a small
margin of uncertainty of De(0) ± 10% to provoke hysteresis,
thereby avoiding frequent on/off traffic fluctuations in worst-
case scenarios.

E. Jitter Probing

In this section, we complete DACMEs QoS framework
by including basic support for jitter-constrained applications.
During the jitter measurement period, the source agent must
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Algorithm 2 Probabilistic admission control mechanism for
delay-bounded applications
Execute code from algorithm 1 if appropriate. Then do {

if (application is bandwidth-constrained && traffic is currently

blocked) then {

umin ← BR

υp+tn−1,0.95
σp√

n

umax ← BR

υp−tn−1,0.95
σp√

n

dmin ← D̄e(umin)×De(0)

dmax ← D̄e(umax)×De(0)

} else { dmin← 0.9× De(0)

dmax← 1.1× De(0) }
if (dmin > DR) then Flag(Delay) ← 0

else if (dmax< DR) then Flag(Delay) ← 1

else if (application is bandwidth-constrained && n < nmax)

then send a new bandwidth probe }

send packets with the same size, IP TOS field, and data rate
as the application being served for a certain period of time
(t j ). The receiving end, aware of the source’s packet sending
rate by explicit notification, calculates the standard deviation
values for the jitter and returns them to the source. To optimize
bandwidth consumption, jitter probing is performed after delay
and bandwidth probes if neither test denied the connection, and
only if the application’s traffic is blocked. In case traffic from
the target application is flowing through the network, there
is no need to send jitter probes since the destination agent
can measure the jitter using actual traffic, and then send those
measurements back to the source.

Independent of the method used to measure jitter (probes or
actual traffic), the standard deviation for the jitter (σ j ) alone
will be helpful to assess compliance with the maximum value
defined (JR) because jitter follows a normal distribution with
a mean value of zero; therefore, about 95% of the cases fall
in the interval between ±2σ .

As shown in Algorithm 3, we only accept traffic if 95% of
the packets experience a jitter value lower than the maximum
requested. We also introduce hysteresis by defining a margin
of uncertainty of 2 · σ ± 10%, where the strategy consists of
maintaining the previous value to reduce traffic fluctuations.

The only issue that is still to be defined is the duration
of the probing period (t j ). We know that the accuracy in
estimating σ j will depend on it, and well as on the source
load (r ) for a certain end-to-end bandwidth availability (Bmax).
Therefore, we have a three-dimensional distribution function
for the standard deviation defined as θ(t j , r, x), where variable
x represents randomness in the system.

We seek to find the optimal value for the duration (topt
j ) of

the jitter probing process that allows us to estimate σ j with a
reasonable accuracy at different data rates, that is

σ j (r) � Ex

[
θ

(
topt

j , r, x
)]

,∀r ∈ [0, Bmax] . (11)

The choice for (topt
j ) should offer an equilibrium between

the occupation of the end-to-end path and both the precision
and variability of the measurements made. We will now

Algorithm 3 Probabilistic admission control mechanism for
jitter-bounded applications
After receiving a jitter reply do {

if ( 2.1× σ j < JR)

then Flag(Jitter) ← 1

else if (1.9× σ j > JR)

then Flag(Jitter) ← 0 }

define mathematically each of these parameters so that we
can integrate them into a cost function and find topt

j .
Starting with the occupation of the path, we measure it

as the ratio t j/I PT , where IPT is the periodicity of the
probing processes, which was defined earlier as being 3 s by
default.

If we obtain estimations for the jitter’s standard deviation
with M encompassing different source load values (r ), we may
define the average relative error for estimator θ as a function
of t j as

ξ
[
θ(t j )

] = 1− 1

Bmax
×

∫ Bmax

0

Ex
[
θ(t j , r, x)

]
σ j (r)

∂r. (12)

Simplifying (12) through discretization we obtain

ξ
[
θ(t j )

] ∼= 1− 1

M
×

M∑
i=1

ri∈[0,Bmax]

Ex
[
θ(t j , ri , x)

]
σ j (ri )

. (13)

Concerning variability, we define it as half the average of the
normalized inter-quartile range (IQR); to calculate it we will
use �(d j , r, x), which is the cumulative distribution function
for θ(d j , r, x) with respect to variable x . So

ζ
[
θ(t j )

] = 1− 1

Bmax
×

∫ Bmax

0

�(t j , r, 0.75)−�(t j , r, 0.25)

2 · σ j (r)
∂r

(14)
to which we apply discretization, obtaining

ζ
[
θ(t j )

] ∼= 1− 1

M
×

M∑
i=1

ri∈[0,Bmax]

�(t j , r i , 0.75)−�(t j , r i 0.25)

2 · σ j (ri )
.

(15)
After the path occupation, the precision of σ j , and its

variability are defined, we can now relate them through a
cost function that will allow us to find topt

j . As in the case
of bandwidth, in the case of jitter larger probing periods are
associated with more accuracy, but also with more overhead.
In the case of jitter probes we measure both the percent error
of the value obtained (ξ

[
θ(t j )

]
) and its variability (ζ

[
θ(t j )

]
)

to quantify the degree of accuracy. The chosen cost function,
which offers a balance between resource consumption and
accuracy, was therefore

�(t j ) = t j

I PT
+ ξ

[
θ(t j )

]+ ζ
[
θ(t j )

]
2

. (16)

Fig. 5 shows that cost function � reaches a minimum when
t j = 250 ms for traffic in both video and voice MAC access
categories (Bmax for the environment used is of 3 Mbit/s, and
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Fig. 5. Determination of topt
j using cost function �(t j ).

M is equal to 10). Therefore, in DACMEs framework, this
value is chosen as our topt

j .

V. EFFICIENT ROUTING IN MANETS

Despite the fact that the architecture proposed in Section III
is flexible enough to accommodate to virtually every routing
protocol currently available, achieving optimum performance
requires a routing protocol that is highly responsive to interrup-
tions of on-going communications, detecting path losses and
finding new ones as quickly as possible. Such responsiveness
is heavily dependent on link-layer awareness, since only by
receiving MAC layer feedback are we able to achieve low
response times when link breaks occur. Hence, other routing
protocols that rely on Hello messages for link breakage detec-
tion are too slow and considered inadequate for our purpose
(see [29] for more details).

To mitigate the impact of mobility on real-time sessions
we developed MDSR, a multipath extension to the DSR
routing protocol [4] that offers increased performance to real-
time video streaming in the presence of mobility. QoS-aware
routing protocols would be able to offer further result im-
provements (if link layer detection of broken links is used and
efficiently handled), though they are not required to achieve
good QoS within the current QoS framework, as we will
show later. So, our focus is solely on mitigating the impact of
mobility.

A. MDSR Routing Protocol

The design of the MDSR routing protocol seeks an optimal
integration of route discovery and route assignment processes
by achieving maximum path disjointness under low additional
routing load. In [22] we analyzed the performance of the
MDSR routing protocol in legacy MANET environments at
high speeds. Here we include a formal description of the
MDSR routing protocol based on set theory. To begin with, let
n,s =

{
Rk

n,s

}
denote the paths corresponding to propagated

route request packets (RREQs) originated at source n with
sequence number s, and let δmax be the maximum value
allowed for

∣∣n,s
∣∣.

To aid us in comparing the disjointness of paths we define
operator N , which allows obtaining the set of nodes conform-
ing a certain path. Given a MANET of N nodes represented

Algorithm 4 RREQ propagation strategy

if (i < s) then Discard(R̆n,i )
else if (i > s) then {

s ← i
n,s ← {R̆n,i }

} else if (|n,s | < δmax) then {
if

(N (R̆n,i )
⋂N (

Rk
n,s

) = {ϕS} ∧ |R̆n,i | ≤ |Rk
n,s |, ∀k:Rk

n,s ∈
n,s

)
then {
Propagate(R̆n,i )
n,s ← n,s

⋃{R̆n,i }
} else Discard(R̆n,i )

} else Discard(R̆n,i )

as ϕ = {ϕi } , i ≤ N , every path between source (S) and
destination (D) can be represented as

N (PϕS→ϕD )
.= {{ϕk} ∈ ϕ | {ϕS, ϕD} ⊂ {ϕk}} .

Upon arrival of a new RREQ packet R̆n,i at an intermediate
node, it propagates the packet conditionally, according to the
strategy described in Algorithm 4. The algorithm ensures
that additional route requests are only propagated if their
route lengths are equal or shorter than the length of the first
RREQ received. More important, it further restricts RREQ
propagation by allowing only routes that are node disjoint with
respect to the previous ones.

Each RREQ packet arriving to the destination will gen-
erate a route reply (RREP) packet back to the source. The
source, upon receiving information about alternative routes
to destination (PϕS→ϕD ), stores that information in its cache
CϕS→ϕD =

{
PϕS→ϕD

}
.

When selecting an optimal path, a source node can adopt
either node disjointness or link disjointness criteria. Operator
N allows us to obtain the set of nodes conforming a path, as
defined previously. We now define operator L, which allows
us to obtain the set of links conforming a certain path. If we
define L as the family of all two-element sets over ϕ

L ← {{{
ϕi , ϕ j

}} ⊂ P(ϕ) | ϕi �= ϕ j ,∀ϕi , ϕ j ∈ ϕ
}

then a path can alternatively be represented in terms of the
links that conform to it as

L(PϕS→ϕD )
.= {{{

ϕi , ϕ j
}} ∈ L | ϕi+1

= ϕ j ,∀ϕi , ϕ j ∈ N (PϕS→ϕD )
}
.

For each destination, operators N and L also apply to the
cache of known routes CϕS→ϕD . So, we define N (CϕS→ϕD

)
.={N (PϕS→ϕD )

}
and L(CϕS→ϕD )

.= {L(PϕS→ϕD
)
}
.

Based on the concepts define above, we now define the route
selection strategy for the MDSR routing protocol. Supposing
that a source A must send a packet to a destination B,
Algorithm 5 applies. This algorithm gives preference to node
disjoint routes first, followed by link disjoint routes, and finally
routes with least number of links in common with respect to
the previously used route. On each category, preference goes
to the shortest route available.

The combined use of both algorithms guarantees that, for
a given video flow, consecutive paths used are disjoint most
of the time. This is very effective at reducing the impact of
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Algorithm 5 Route selection strategy

Pick an optimal path P∗ϕA→ϕB
= P∗ with respect to the previous one used (P̃ϕA→ϕB ) such that:

if
(|CϕA→ϕB | = 0

)
then FindNewRoute(ϕB)

if
(L(

P̃ϕA→ϕB

) ≡ �)
then Return

({
P∗ | |N (

P∗
)| ≤ ∣∣N (

Pm
ϕA→ϕB

)∣∣, ∀Pm
ϕA→ϕB

∈ CϕA→ϕB

})
DϕA→ϕB ←

{
Pd
ϕA→ϕB

∈ CϕA→ϕB | N
(
Pd
ϕA→ϕB

) ⋂N (
P̃ϕA→ϕB ) = {

ϕA, ϕB
}}

if
(∃P∗ ∈ DϕA→ϕB :

∣∣N (P∗)
∣∣ ≤ ∣∣N (

Pd
ϕA→ϕB

)∣∣, ∀Pm
ϕA→ϕB

∈ DϕA→ϕB

)
Return P∗

DϕA→ϕB ←
{

Pd
ϕA→ϕB

∈ CϕA→ϕB | L
(
Pd
ϕA→ϕB

) ⋂L(P̃ϕA→ϕB ) = �}
if

(∃P∗ ∈ DϕA→ϕB :
∣∣L(P∗)

∣∣ ≤ ∣∣L(
Pd
ϕA→ϕB

)∣∣,∀Pm
ϕA→ϕB

∈ DϕA→ϕB

)
Return P∗

else Return
({

P∗ ∈ DϕA→ϕB |
∣∣L(P∗)⋂L(P̃)

∣∣ ≤ ∣∣L(
Pd
ϕA→ϕB

)⋂L(P̃)
∣∣, ∀Pm

ϕA→ϕB
∈ DϕA→ϕB

})

mobility since the chances that disjoint paths break at about
the same time are low.

B. Interaction Between the Routing and the IEEE 802.11e
Layers

The routing protocols used in our framework (MDSR, and
also AODV and DSR for comparison) were modified to be
aware of IEEE 802.11e availability; therefore, they adjust the
priority of their own packets to benefit from high priority
channel access. This is done by setting the IP ToS/TC header
field to obtain a mapping to the voice access category (highest
priority) at the MAC layer since low response times to link
breaks are of highest significance in MANETs, especially
when the protocols being used are reactive.

The IEEE 802.11e layer was also modified to become aware
of routing data, making sure that all routing packets are put at
the head of the appropriate queue (in our case, voice), thereby
reducing routing latency to a minimum.

VI. EVALUATION OF THE PROPOSED QOS ARCHITECTURE

In this section, we perform an incremental evaluation of
the proposed QoS architecture. The sequence of tests here
presented emphasizes on the benefits offered by each of the
different modules composing our framework. We begin by
assessing the effectiveness of the IEEE 802.11e technology
in segregating QoS traffic from best effort traffic. We then
proceed by evaluating the benefits of multipath routing to
reduce the impact of node mobility on real-time streams.
Finally, we show the effectiveness of the proposed distributed
admission control mechanism to regulate the QoS traffic
flowing in the MANET. Since our tests are incremental, in
this last step we are actually evaluating the performance of
the overall architecture proposed.

For application-level measurements we picked real-time
H.264/AVC [5] video streams. We consider that the require-
ments of real-time video sessions in terms of bandwidth and
delay, along with the generation of a variable bit rate (VBR)
data stream, are adequate to validate the system under de-
manding conditions. Our video sequence of choice is the well
known Foreman sequence (see Fig. 6, top) in the CIF format
(352×288 pixels), which is adequate for video-conferencing.
We concatenate 30 copies of this Foreman sequence (10 s
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Fig. 6. (Top) Foreman sequence and (bottom) a 10-second snapshot of the
bit rate for the H.264-encoded stream.

long) to obtain a 300-s long video. The frame rate used is of
30 Hz, and the number of RTP packets generated per second
is 210. The global quantization parameters for the sequence
where adjusted to get a target bit-rate slightly above 1 Mbit/s
and an average PSNR value of 38.2 dB.

In Fig. 6 (bottom), we show the bit rate generated by the
H.264/AVC codec for the Foreman sequence during a 10-s
period. As can be seen, every second there is a peak on the
instantaneous bit rate generated. This is because we configure
the video codec to generate one I frame every second to reset
error propagation, and so the video GOP size is of 30 frames.
The remaining frames are predictively coded (P frames).
The different codec parameters were tuned for optimum
performance in MANETs (see [30] for further details).

To conduct our experiments we used the ns-2 simulator
[31]. Simulations are made in a square area sized 870×870 m
where the radio range is set to 250 m. The number of nodes
used is 50, and each of them has an IEEE 802.11g radio
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interface and a routing agent running (either MDSR or the
standard AODV and DSR routing protocols). Concerning
mobility, it is generated according to the random way-point
mobility model adjusted so that all MANET nodes are
constantly moving at a fixed speed of 5 m/s (no pause times),
unless stated otherwise, for all the scenarios generated the
average number of hops is of 4.

Relatively to the simulation process itself, we begin with
a 100-s period during which routes between traffic sources
and destinations are found; also during that period we start
background traffic so that, when a video streaming session
begins, it encounters a steady-state MANET environment.
After the 100-s warm-up period, we start injecting QoS traffic,
and each experiment runs for additional 300 s. The results
obtained are actually drawn from this 300-s period.

The graphs depicted in the following sections represent
an average of 10 different executions of the simulation with
different randomly generated mobility scenarios.

A. Segregation of QoS Traffic From Best Effort Traffic Using
IEEE 802.11e

In this section we devise a set of experiments that evidence
how the IEEE 802.11e technology is able to differentiate
QoS traffic from best effort traffic. We use standard IEEE
802.11 technology, whose MAC layer is not QoS-enabled, for
comparison. At this stage we use neither admission control
(DACME) nor enhanced routing mechanisms (MDSR).

As referred earlier, our focus is on the support for real-
time video streaming applications. We therefore inject into
the MANET the trace of a single video stream with the
characteristics referred to earlier. Concerning best effort traffic,
we inject a variable number of FTP/TCP sources (bandwidth
greedy) and CBR/UDP sources generating data at a rate of 1
Mbit/s. We study the performance when increasing the number
of best effort sources from 0 to 18. The number of sources
is increased with a granularity of 3, maintaining a 2 to 1
relationship between the number of TCP and UDP sources,
respectively. This means that there are twice as many TCP
sources compared to UDP sources in all tests.

Fig. 7 shows the performance experienced by our reference
video stream. We can observe that, when using either AODV
or DSR combined with IEEE 802.11e, the throughput it main-
tained close to the maximum, i.e., slightly above 1 Mbit/s, even
when increasing the number of background traffic sources. If
IEEE 802.11e is not used, the throughput decays gradually,
with loss values of 80% and up.

In terms of end-to-end delay, we observe similar perfor-
mance benefits: IEEE 802.11e reduces delay by more than
one order of magnitude for both AODV and DSR routing
protocols.

Concerning the quality of the video session as experienced
by the user, we use the H.264/AVC reference decoder to obtain
the corresponding PSNR values, along with a confidence
interval of 95%. To obtain these values we pass all the
simulation results relative to the video stream through the
video codec, and then obtain the PSNR values taking the
original raw video sequence as reference. Fig. 8 shows that
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Fig. 7. (Top) Mean values for the video throughput and (bottom) the video
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PSNR values are kept at reasonably good quality levels if
IEEE 802.11e is used. When using the legacy IEEE 802.11
technology, though, PSNR values drop below 25 dB just when
the first three sources of background traffic are started, getting
worse as background traffic is increased. This clearly puts into
evidence that MAC-level QoS support is essential to achieve
a global QoS framework in MANETs.

In terms of background traffic (see Fig. 9), we find that
the aggregated throughput value is increased more than twice
when using IEEE 802.11e; such improvements are related
to increased routing responsiveness. This means that there is
a win-win situation in which both real-time and best effort
sources benefit from the IEEE 802.11e technology.
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Fig. 9. (Top) Mean values for the TCP throughput and (bottom) UDP
throughput varying the number of background traffic sources.

B. Reducing the Impact of Mobility Through Multipath
Routing

In this section, we show how our MDSR routing protocol
is able to significantly decrease the frequency and size of
video streaming gaps. Video gaps are defined as significant
interruptions of a video streaming session which, in MANET
environments, are typically caused by mobility and related to
rerouting processes. We build upon the results of the previous
section, and so we will use an IEEE 802.11e-enabled MAC
layer for our tests. We also include six best effort sources as
background traffic. As before, our focus is on a single real-
time video stream injected into the MANET using the real
trace of an H.264-encoded video sequence.

Simulation settings are very similar to those of the previous
section, but we now alter mobility by varying the node speed in
a range between 1 and 9 m/s. Concerning the routing protocols
used, we compare the standard DSR routing protocol to our
enhanced version of it—MDSR—whose purpose is to boost
performance at high levels of mobility.

In terms of mean PSNR values, Fig. 10 (top) shows the
robustness towards mobility offered by MDSR, including a
confidence interval for the mean; the degree of confidence
is of 90%. Though the improvements achieved are clear,
we can obtain further insight if we analyze the frame loss
pattern. Even for a moderate speed of 5 m/s, where we
have a 1.2 dB difference in terms of PSNR, we find that
the user experience (i.e., perceptual video quality) is greatly
improved by using MDSR (see Fig. 10, bottom) since lengthy
connection disruptions are kept to a minimum. Concerning
video throughput and end-to-end delay, we also find that
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MDSR offers a better performance for node speeds of 3 m/s
and above (results not shown).

In terms of routing overhead, Fig. 11 shows that DSR
requires an excessive routing overhead to offer a performance
similar to that of MDSR at moderate and high speeds. So,
despite that MDSR employs an enhanced route discovery
mechanism that imposes more routing overhead than DSR,
it actually requires fewer routing packets than the latter in the
long term.

C. Application-Level QoS Support Through Distributed
Admission Control

We finally evaluate the performance of the complete QoS
architecture as depicted in Fig. 1. Again we build upon the
findings of previous sections, now focusing on the benefits of
our distributed admission control system in supporting multi-
ple real-time video streams in IEEE 802.11e-based MANETs.

The basic simulation setup is very similar to the one of the
previous sections, with the difference that MANET stations
include an implementation of DACME. For testing we use
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our enhanced version of the DSR routing protocol, MDSR,
as well as AODV, since the cross-layer interactions between
DACME and AODV exposed in Section IV-A prove to be
quite effective. The number of best effort background sources
is fixed at six (four TCP sources and two UDP sources).
Concerning node mobility, it is also fixed at 5 m/s.

Relatively to QoS traffic, we will test with up to 10 video
sources instead of using a single video source as before. Each
source of video traffic registers with the DACME agent, setting
a QS P EC of (BR, DR, JR) = (1Mbit/s, 100 ms, 10 ms).

Fig. 12 shows that the admission control mechanism pro-
posed is highly effective, offering steady throughput and delay
values to the VBR video streams as the number of video
sessions increases.

Fig. 13 shows the PSNR values including a 95% confidence
interval for the mean. We find that DACME-regulated sources
are able to maintain very good values for video distortion
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Fig. 14. (Top) Mean values for the TCP throughput and (bottom) UDP
throughput when varying the number of DACME-regulated QoS sources.

(above 33 dB), while the video distortion values without
DACME drop to very low quality (below 25 dB) or even noise
levels (below 20 dB).

Relative to best effort traffic, we find that both TCP and
UDP sources achieve higher throughput when DACME is
active (see Fig. 14). We therefore conclude that DACME
makes resource usage more efficient for both DACME and
non-DACME traffic.

Concerning the QoS traffic acceptance rate, Fig. 15 (top)
shows that DACME restricts traffic admittance to about 80%
(on average), and reaching about 35% of the injected traffic
when the number of sources is 10 (for this particular scenario
setting). The difference experienced using both routing proto-
cols is only slight, showing that multipath routing algorithms
do not cause DACME to misbehave. In terms of aggregated
QoS traffic, we find that it increases almost linearly when
increasing the number of sources (see Fig. 15, bottom). This
means that more number of QoS sources do not cause the
admission control mechanism to fail or misuse the available
radio resources.

Focusing now on the routing overhead, Fig. 16 shows that
DACME has a stabilizing effect on routing mechanisms, avoid-
ing that routing traffic increases too much due to congestion;
this negative effect is especially noticeable for the AODV
routing protocol.

Concerning the most appropriate routing protocol to use, we
found that MDSR offers better performance for high degrees
of mobility by avoiding communication gaps, while AODV
performs better for low degrees of mobility. Besides taking
mobility into account, works such as [32] show that the phys-
ical layer modeling not only affects the absolute performance
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of a protocol but, because its impact on different protocols is
nonuniform, it can even change the relative ranking among
protocols for a same scenario. Therefore, final decisions on
routing protocol convenience should be made according to
real-life testbed experiments.

In terms of overhead, results showed that the probing traffic
injected by DACME agents generate merely 30 to 50 kbit/s
per source on average. Additionally, as shown in this section,
probing traffic does not affect the performance of real-time
sessions negatively.

With respect to DACMEs limitations, we found that its
capacity to sustain the degree of QoS is intimately related to
the effectiveness of the routing protocol used and the lifetime
of routes. When using the MDSR routing protocol, QoS can be
sustained for node speeds up to 15 m/s. Moreover, we found
that, despite it being able to integrate stations not supporting

IEEE 802.11e, performance will suffer an important decay in
the presence of congestion if the percentage of such legacy
stations is significant.

VII. CONCLUSION

In this paper we have proposed a novel QoS architec-
ture for MANETs that seeks to alleviate the effects of
both congestion and mobility on real-time applications. Our
architecture is highly modular and combines our DACME
with the IEEE 802.11e technology to offer soft QoS support
to MANETs heavily loaded by both best effort and QoS
traffic. The proposed architecture relies on MDSR to reduce
the impact of mobility on real-time sessions, also offering
good performance when the routing protocols used are able
to quickly respond to topology changes. By taking H.264
real-time video communication as our target application, we
show through simulation that our system is able to solve
most of the problems that these streams may encounter in
MANET environments, namely TCP-related congestion, node
mobility, and unregulated QoS traffic. Experimental results
from a medium-sized MANET scenario have shown that the
proposed QoS architecture is very effective at maintaining
video throughput values high and delay values low. By relying
on H.264/AVC reference software, we also have shown that
the actual video PSNR values obtained are very good. Besides
the aforementioned benefits, the proposed architecture merely
requires some optimizations of standard technologies for the
PHY/MAC and routing layers, and so it can be easily and
quickly deployed. Also, by avoiding resource reservations, we
reduced to a minimum the constraints imposed on MANET
terminals, thereby offering a solution that can be deployed in
both homogeneous and heterogeneous MANET environments.
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