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Abstract Recently, a new video coding standard called HEVC has been devel-
oped to deal with the nowadays media market challenges, being able to reduce
to the half, on average, the bit stream size produced by the former video cod-
ing standard H.264/AVC at the same video quality. However, the computing
requirements to encode video improving compression efficiency have signifi-
cantly been increased. In this paper, we focus on applying parallel processing
techniques to HEVC encoder in order to significantly reduce the computational
power requirements without disturbing the coding efficiency. So, we propose
several parallelization approaches to the HEVC encoder which are well suited
to multicore architectures. Our proposals use OpenMP programming paradigm
working at a coarse grain level parallelization which we call GOP-based level.
GOP-based approaches encode simultaneously several groups of consecutive
frames. Depending on how these GOPs are conformed and distributed it is
critical to obtain good parallel performance, taking also into account the level
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of coding efficiency degradation. The results show that near ideal efficiencies
are obtained using up to 12 cores.

Keywords Parallel algorithms, video coding, HEVC, multicore, performance

1 Introduction

The new High Efficiency Video Coding (HEVC) standard has been recently
developed by the Joint Collaborative Team on Video Coding (JCT-VC) which
was established by the ISO/IEC Moving Picture Experts Group (MPEG) and
ITU-T Video Coding Experts Group (VCEG). This new standard will replace
the current H.264/AVC [1] standard in order to deal with nowadays and future
multimedia market trends. 4K definition video content is a nowadays fact and
8K definition video will not take long to become a reality too. Furthermore, the
new standard supports high quality color depth at 8 and 10 bits. The HEVC
standard delivers the same video quality than the H.264/AVC high profile at
half the bit rate.

Regarding complexity, HEVC decoder has a similar behavior to the H.264-
/AVC one [2]. However, HEVC encoder is several times more complex than
H.264/AVC encoder and it will be a hot research topic in years to come. At
the time of developing this work, the current version of the reference software,
called HEVC test model (HM), is HM 10.0 which corresponds to the HEVC
text specification draft 10 [3]. A good overview of HEVC standard can be
found in [4].

We can find in the literature several works about complexity analysis and
parallelization strategies for the emerging HEVC standard as in [5] [6] [7].
Most of the available HEVC parallelization proposals are focused in the de-
coding side, looking for the most appropriate parallel optimizations at the
decoder that provide real-time decoding of High-Definition (HD) and Ultra-
High-Definition (UHD) video contents. The most recent and efficient decoding
algorithm is presented in [8] where authors present and approach of Wave
Parallel Processing (WPP) called Overlapped Wavefront (OWF). In that ap-
proach each Coding Tree Block (CTB) row is decoded by a thread (WPP)
and also the decoding execution of consecutive frames is overlapped using a
restricted motion vector size. Results show that an speed-up of 7.6x is achieved
when using 8 cores with a negligible loss in rate/distortion (R/D).

Currently, there are few works focused on the HEVC encoder. In [9] authors
propose a fine-grain parallel optimization in the motion estimation module of
the HEVC encoder allowing to perform the motion vector prediction in all
Prediction Units (PUs) available at the Coding Unit (CU) at the same time.
In [10] authors propose a parallelization inside the intra prediction module that
consists on removing data dependencies among subblocks of a CU, obtaining
interesting speed-up results. In [11] authors propose a parallel algorithm at
CTU (Coding Tree Unit) level for the intra coding mode. The algorithm,
which has been implemented on x265 [12], launches the intra prediction of
each CTU on each thread achieving a speed-up up to 5x when using 7 cores.
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In this paper we will analyze the available parallel strategies in the HEVC
standard and their viability over the HM reference software. Furthermore, we
present a parallelization alternative for the HEVC encoder which is specially
suited for low delay encoding profiles. Our proposal works at Group Of Pictures
(GOP) processing level, following different parallel GOP-based strategies and
analyzing the overall behavior in terms of complexity reduction and coding
efficiency.

The remainder of this paper is organized as follows: in Section 2 an overview
of the available profiles in HEVC and common test conditions are presented.
Section 3 provides an overview of the high-level parallelism strategies proposed
in the HEVC standard. Section 4 presents the GOP-based parallel alterna-
tives we propose for the low delay application profile, while in Section 5 a
comparison between the proposed parallel alternatives is presented. Finally, in
Section 6 some conclusions and future work are discussed.

2 HEVC profiles

In [13] the JCT-VC defines the common test conditions and software reference
configurations to be used for HEVC experiments. In that paper it can be found
a series of settings in order to evaluate HEVC video codec and to compare the
different contributions made to it.

A total of 24 video sequences are specified, arranged in 6 classes. Also
the Quantization Parameter (QP) and the set of configuration files for the
encoding process are detailed. Using these common conditions, makes easier
to perform comparisons between innovative proposals. JCT-VC also provides
a spreadsheet to calculate Rate-Distortion (RD) curves and the percentage of
gain in bit rate, by using Bjontegaard-Delta (BD) measurements [14].

Classes from A to E include natural video sequences at diverse frame sizes.
Class F comprises sequences than contain synthetic video in part of them or
in its whole. Two of the sequences in class A have a bit depth of 10 bits and
the rest of the sequences have a bit depth of 8 bits. The frame rate of the
sequences ranges from 20 to 60 fps.

Configuration files are provided within reference software package [15].
There are 8 different test conditions which are a combination of 2 bit depths:
Main (8 bits) and Main10 (10 bits) with 4 coding modes: All Intra (AI), Ran-
dom Access (RA), Low-Delay B (LB), and Low-Delay P (LP).

In All Intra mode every frame is coded as an I-frame i.e. it is coded without
any motion estimation/compensation. So each frame is independent from the
other frames in the sequence. This mode gets lower compression rates (com-
pared to the other 3 modes) because P-frames and B-frames can usually obtain
better compression rates than I-frames at the same quality level. On the other
hand, the coding process for All Intra mode is faster than for the other 3
modes because no time is wasted in motion estimation. Every frame is coded
in rendering order. Applications that require a fast encoding process and are
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not concerned about limited bandwidth or storage capacity, fit perfectly in
this coding mode.

Random Access mode combines I-frames and B-frames in GOPs of 8 frames.
A B-frame is a frame that uses motion estimation/compensation in order to
achieve good compression rates. Each block of a B-frame can use up to 2 ref-
erence frames, so in the coding process 2 lists of reference pictures are main-
tained. Reference frames can be located earlier or later than the frame we are
currently coding. In this mode, coding (and decoding) order is not the same as
rendering order. To allow navigating along the coded sequence (pointing to a
certain moment) or to allow functions like fast forward, an I-frame is inserted
periodically. Depending on the frame rate of each sequence the intra refresh
period varies. The intra period is a multiple of 8 (the size of the GOP) which
inserts an I-frame approximately every second. Applications that do not have
time constraints (when coding a video sequence) and need features like the
aforementioned fast forward, are the target applications of this coding mode.

Low-Delay modes (LP and LB) code each frame in rendering order. First
an I-frame is inserted in the coded bit stream and then only P-frames (or B-
frames) are used for the rest of the complete video sequence. Here ’P’ stands for
Predictive and ’B’ stands for Bipredictive. This means that a P-frame uses only
one previously encoded and decoded frame as reference for motion estimation
and compensation and a B-frame uses a pair of frames to perform these tasks.
In LB mode this pair of frames is always selected from previous frames (in
rendering order). On the contrary, RA mode uses past and future frames as
reference for B-frames and this introduces a delay because you have to wait for
future pictures to be available in order to encode/decode the present frame.In
LP and LB modes GOP size is 4. This two modes achieve better compression
performance than AI mode and do not suffer from the delay introduced by
RA mode. Applications like video-conference which have bandwidth and time
constraints can benefit from low delay modes.

3 HEVC high-level parallelism strategies

High-level parallel strategies may be classified in a hierarchical scheme de-
pending on the desired parallel grain size. So, we define from coarser to finer
grain parallelism levels: GOP, tile, slice, and wavefront. When designing an
HEVC parallel version we first need to analyze the available hardware where
the parallel encoder will run, in order to determine which parallelism levels
are the most appropriate.

The coarsest parallelization level, GOP-based, is based on breaking the
whole video sequence in GOPs in such a way that the processing of each GOP
is completely independent from the other GOPs. In general, this approach will
provide the best performance. However, depending on the way we define the
GOPs structure and remove the inter-GOP dependencies, the coding perfor-
mance may be affected.
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Tiles are used to split a picture horizontally and vertically into multiple
sub pictures. By using tiles, prediction dependencies are broken just at tile
boundaries. Consecutive tiles are represented in raster scan order. The scan
order of Coding Tree Blocks (CTBs) remains a raster scan. When splitting a
picture horizontally, tiles may be used to reduce line buffer sizes in an encoder,
as it operates on regions which are narrower than a full picture. Tiles also
allow the composition of a picture from multiple rectangular sources that are
encoded independently.

Slices follow the same concept as in H.264/AVC allowing a picture to be
partitioned into groups of consecutive Coding Tree Units (CTUs) in raster
scan order. Each slice can be transmitted in a different Network Abstraction
Layer Unit (NALU) that may be parsed and decoded independently, except
for optional inter slice filtering. There is a break in prediction dependences
at slices boundaries, which causes a loss in coding efficiency. The use of slices
is concerned with error resilience or with maximum transmission unit size
matching but it has undoubtedly been exploited for parallel purposes in the
past.

Wavefront Parallel Processing (WPP) technique splits a picture into CTU
rows, where each CTU row may be processed by a different thread. Depen-
dences between rows are maintained except for the CABAC [16] context state,
which is reinitialized at the beginning of each CTU row. To improve the com-
pression efficiency, rather than performing a normal CABAC reinitialization,
the context state is inherited from the second CTU of the previous row.

All high-level parallelization techniques become more useful with image
sizes growing beyond HD for both encoder and decoder. At small frame sizes
where real-time decoding in a single-threaded manner is possible, the overhead
associated with parallelization removes any meaningful benefit. For large frame
sizes it might be useful to enforce a minimum number of picture partitions to
guarantee a minimum level of parallelism for the decoder.

Current HM reference software does not directly support most of the high-
level parallelism approaches mainly due to its implementation design. In the
next section we will present several GOP-based parallelization approaches that
may be implemented in cluster-based or multicore-based hardware architec-
tures.

4 Parallel algorithms

We have parallelized the HEVC reference software for LB and AI modes. This
two modes are useful for applications that have time constraints, so we think
they can benefit from parallelization strategies. Obviously, this work can be
easily extended to use LP mode, but this is not true for RA mode due to the
way it uses reference frames. In particular, RA mode uses both past and future
frames as reference pictures so dependencies between frames are tighter than
in the two evaluated modes.
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Fig. 4 Option IV parallel distribution.

The GOP-based parallel algorithms developed are suitable to run on shared
memory platforms, distributed memory platforms and hybrid platforms. First
of all, note that in AI mode the GOP size is 1, and, moreover, each frame
is computed with no reference frames, therefore the GOP-based algorithm
is inherently parallel, with the exception of the constraint of synchronization
processes in order to generate the correct bit stream. In LB mode the GOP size
used is 4, however this value could be changed. Note that the GOP size is the
minimum number of adjacent frames allocated to each process. As we have
said, we have developed synchronous algorithms where the synchronization
processes are performed after the GOP computations. At these synchronization
points each process writes data in the bit stream, obviously in an orderly way.
In this work we describe and analyze the four parallel approaches that we have
developed. The first three options are applied to LB mode, and the last one is
applied to AI mode, namely:

– Option I: (LB) in this option we sequentially assign each GOP to one
process in the parallel execution, so processes will encode isolated GOPs.

– Option II: (LB) in this approach we divide the sequence in as many parts
as the number of parallel processes, so that each process will encode a block
of adjacent GOPs.

– Option III: (LB) similar to Option II, except that each process begins the
coding by inserting an I-frame.

– Option IV: (AI) similar to Option I where each GOP is sequentially as-
signed to one process, but here a GOP consists of only one I-frame.

Figure 1 shows the parallel distribution performed when Option I is used.
As we have said the synchronization processes are located after GOP compu-
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tations. The root process (Proc. 0 or P0) encodes the first frame as an I-frame
and then sends it to the rest of threads so they can use it as a reference picture.
This threads are idle until the root process has computed this first frame.

Note that the I-frame encoding is very fast, therefore the parallel algorithm
performance is not significantly affected. After that, all processes encode a
GOP of 4 B-frames. All processes, except the root process, encode their first B-
frame without a nearby reference picture, therefore the number of bits needed
to encode this first B-frame in those processes is greater than the number of
bits needed to encode the first B-frame of P0.

The proposed parallel algorithms, are developed providing each process
with its own working buffer, considering, on the one hand, to increase the
performance of the developed algorithms, and on the other hand, to design
suitable algorithms for shared memory platforms, distributed memory plat-
forms and hybrid platforms. This fact changes the real pattern of the reference
pictures used. For instance, in sequential processing the second B-frame of a
GOP uses frames -1 -2 -6 -10 as reference pictures (-1 means the previous
frame, and so on). As the GOP size is 4, frame -2 points to the last frame of
the previous GOP (the frame two positions before the current frame in the
original video sequence). In parallel processing, as we assign isolated GOPs
to each process, the previous GOP is not the previous adjacent GOP in the
original video sequence and therefore frame -2 will not point to the frame two
positions before the current frame. If, for instance, the number of processes is
6, then the previous GOP for this process will be located in the video sequence
6 GOPs away from the current GOP. So for the second B-frame of a GOP, the
reference picture -2 will point to frame -22 (-2-(6-1)x4=-22) in the original
video sequence. We can conclude that both parallel and sequential algorithms
will produce different bit streams. We will analyze, in Section 5, the impact of
this fact in terms of PSNR and bit rate.

In Figure 2 we can see a representation of the Option II parallel distribu-
tion. As in Option I, all processes, except the root process, encode their first
B-frame without a nearby I-frame reference picture. The root process encodes
the first I-frame. The improvement respect to the Option I algorithm is that
the reference pictures are not significantly disturbed, because each process
works with a large number of adjacent GOPs. In the previous example, for the
second frame of the GOP, the pattern is only altered for the first three GOPs
of a thread. From this point onward all reference pictures needed are available
in the private working buffer of each process. In order to minimize the dis-
tortion of the reference pictures we assign the maximum number of adjacent
GOPs to each process.

Figure 3 shows the parallel distribution of Option III, where the parallel
structure is similar to Option II. In Option II we assign one group of adjacent
GOPs per process. In Option III, moreover, we consider each group as a video
sequence, and start the encoding procedure of each process computing the
first frame as an I-frame. In this case, the parallel Option III and sequential
executions can be exactly the same if in the sequential execution we do a slight
change in the standard configuration.
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Number of Processes 240 frames 480 frames
2 120 240
4 60 120
6 40 80
8 30 60
10 24 48
12 20 40

Table 1 IntraPeriod parameter to match sequential and parallel execution in Option III.

Acronym File name Width Height Frame rate Total frames
TF Traffic.yuv 2560 1600 30 150
BQ BQTerrace.yuv 1920 1080 60 600
FP FourPeople.yuv 1280 720 60 600
RH RaceHorses.yuv 832 480 30 300
BP BasketballPass.yuv 416 240 50 500

Table 2 Test video sequences.

In order to get the same bit stream with both the parallel and sequen-
tial algorithms we must change the IntraPeriod parameter according to the
number of processes of the parallel execution. Table 1 shows the value of the
IntraPeriod parameter when we compute 240 and 480 frames. Moreover the
I-frame included must be an IDR (Instantaneous Decoding Refresh), so we set
the DecodingRefreshType parameter equal to 2.

Finally, in Figure 4 the parallel distribution for Option IV is shown. Note
that the parallel structure is similar to the parallel structure of Option I, but
the GOP consists of one I-frame, therefore there are no differences between
the parallel and the sequential execution.

5 Numerical experiments

The proposed algorithms have been tested on a shared memory platform eval-
uating parallel performance, PSNR and bit rate. The multicore platform used
consists of two Intel XEON X5660 hexacores at up to 2.8 GHz and 12MB
cache per processor, and 48 GB of RAM. The operating system used is Cen-
tOS Linux 5.6 for x86 64 bit. The parallel environment has been managed
using OpenMP [17]. The compiler used was g++ compiler v.4.1.2.

The testing video sequences used in our experiments are listed in Table 2
and we present results for them using LB mode and AI mode, encoding 120,
240 and 480 frames.

In Figure 5 we present the computation times for Option I, Option II,
Option III, and Option IV parallel algorithms over FP, RH and BP test video
sequences encoding 240 frames. The results show a good parallel behavior in
all cases. On the other hand, all parallel algorithms using just 1 process are
identical to the sequential version, therefore the sequential reference algorithm
for Options I, II and III is the same sequential algorithm (the LB sequential
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(a) Option I. (b) Option II.

(c) Option III. (d) Option IV.

Fig. 5 Computational times for the parallel algorithms (FP, RH and BP). 240 frames.

algorithm), while the reference algorithm for Option IV is the sequential AI
execution.

Figure 6 shows the speed-up associated to the results shown in Figure 5.
This figure confirms the good behavior of all proposed parallel algorithms, ob-
taining nearly ideal efficiencies in some cases. Note that the speed-up increases
as the number of processes increases up to the maximum number of available
cores, and the ratio of increase remains constant. In Figure 7 we compare
the speed-up obtained by all proposed parallel algorithms when encoding 240
frames of the BQ test video sequence. As it can be seen, Option III obtains
the best results for the LB mode being the behavior similar in the rest of
tested video sequences. Also, Option IV (AI mode) obtains similar speed-ups
to Option III (LB mode).

Figure 8 shows both PSNR and bitrate evolution as a function of the
number of cores used for RH video sequence. As it can be seen, Option I and
Option II approaches produce a bitrate increase as the number of processes
increases. Option I algorithm drastically changes the structure of the reference
pictures, and as a consequence it causes the large bit rate increase. Note that
the first frames of each process are encoded without nearby reference frames,
increasing the bit rate as the number of processes increases. Finally, the bit
rate increase is greater in Option III because the initial frame is an I-frame
whereas the initial frame in Option II algorithm is a B-frame. In GOP based
parallel algorithms, this fact cannot be avoided without altering the quality
criterion. However, in Option III approach, the increased bitrate is lower when

Otoniel
Resaltado
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(a) Option I. (b) Option II.

(c) Option III. (d) Option IV.

Fig. 6 Speed-up for the parallel algorithms (FP, RH and BP). 240 frames.

Fig. 7 Speed-up for the parallel algorithm BQ. 240 frames.

the number of total encoded frames is increased and also, the quality improves
as the bitrate increases.

Finally, we have modified the low delay profile configuration in order to
obtain the same PSNR and bit rate results using both parallel and sequential
versions of Option III algorithm and have encoded 480 frames of BP video
sequence. In Figure 9 NON EQUIV curve represents the speed-up achieved
when parallel and sequential algorithms obtain slightly different results, and
EQUIV curve represents the speed-up achieved when they provide equivalent
executions. We can conclude that the proposed Option III algorithm obtains
a good efficiency with slightly divergences.

As we have said, the algorithm proposed in [11], achieves a speed-up of
up to 5x when using 7 cores. Both the cited algorithm and our Option IV

Otoniel
Resaltado
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Fig. 8 Rate-Distortion for RH sequence, encoding 240 frames with different number of
processes.

Fig. 9 Speed-up for Option III parallel algorithms. BP video sequence encoding 480 frames.

approaches, encode a video sequence using intra mode. Note that figures 7
and 6 show results of a speed-up above 5.5x using 6 processes (or cores). As
shown, our parallel algorithm obtains better speed-ups using less processes.

6 Conclusions

In this paper we have proposed several parallel algorithms for HEVC video en-
coder. These algorithms are based on a coarser grain parallelization approach
with the organization of video frames in GOPs and different GOP process al-
location schemes. They are specially suited for multicore architectures. After
implementing the algorithms in HEVC software, some experiments were per-
formed showing interesting results as follows (a) GOP organization determines
the final performance in terms of speed-up/efficiency, being the best approach
Option IV (AI mode) when comparing both sequential and parallel versions,
and (b) both Option II and Option III algorithms introduce a bit rate over-
head as the number of processes increases being greater in Option III, and
in Option III algorithm the PSNR slightly increases. In general, all proposed
versions attain high parallel efficiency results, showing that GOP-based paral-
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lelization approaches should be taken into account to reduce the HEVC video
encoding complexity. As future work, we will explore hierarchical paralleliza-
tion approaches combining GOP-based approaches with slice and wavefront
parallelization levels.
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