
Supporting soft real-time services in MANETs using distributed admission
control and IEEE 802.11e technology

�

Carlos T. Calafate, Pietro Manzoni, and Manuel P. Malumbres
Polytechnic University of Valencia, Valencia, Spain

Phone: +34.96.387.7007 - Fax: +34.96.387.7579
E-mail:

�
calafate, pmanzoni, mperez � @disca.upv.es

Abstract

QoS support in MANETs is a hard and challenging task
due to the intrinsic complexities of these networks. In
this work we present a solution called DACME to support
real-time services in MANETs based on distributed admis-
sion control. Using the IEEE 802.11e MAC technology as
our basis for traffic differentiation, we develop a technique
based on probes to assess available bandwidth in an end-to-
end path, as well as the end-to-end delay and jitter. Results
show that our technique is quite promising due to the de-
gree of accuracy achieved estimating the different network
parameters, while maintaining acceptable levels of traffic
overhead and admission delay. Also, since no demands are
imposed on intermediate stations, it can be easily deployed.

1 Introduction

In the Internet domain there are two distinct Quality
of Service models, which are known as Integrated Ser-
vices and Differentiated Services. Mobile Ad hoc Networks
(MANETs) differ greatly from the Internet environment,
and so the development of a QoS framework for MANETs
requires adopting a much more flexible philosophy of coop-
eration and resource sharing among users.

In MANETs we can devise two main policies for re-
source management and user control. The first one follows
the Master / Slave paradigm, where one person or entity
(Master) has practically all the control over the slave de-
vices, both in terms of their components (including hard-
ware and software), as well as control over how users will
operate them. However, it can only be deployed in very
limited situations. The second policy drops the Master /
Slave paradigm, embracing cooperation among equals in-
stead. This cooperation may be based on the willingness to
achieve mutual benefit, or enforced through “punishment”
of selfish nodes. Anyway, there is always a notion of strong
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dependency among users and complex interactions in the
network, which can be remarkably well described using
game theory [1] when nodes behave selfishly.

To the best of our knowledge, previous proposals for
QoS support in MANETs require that all MANET stations
implement some sort of resource reservation or admission
control mechanism, fitting perfectly in the first policy for
resource management and user control described before. If
only a few stations do not implement these mechanisms,
then the whole QoS architecture fails or is hindered. Exam-
ples of such proposals are FQMM [2], INSIGNIA [3] and
SWAN [4].

FQMM [2] has been presented as a flexible QoS model
for MANETs. It proposes a hybrid per-flow and per-class
QoS provisioning scheme where the IEEE 802.11 MAC
layer is used without changes. In a later work [5] authors
find that their proposal fails when UDP traffic gets higher
priority than TCP.

Lee et al. [3] proposed INSIGNIA, an in-band signaling
system that supports fast reservation, restoration and adap-
tation algorithms. With INSIGNIA all flows require admis-
sion control, resource reservation and maintenance at all in-
termediate stations between source and destination to pro-
vide end-to-end quality of service support. However, Geor-
giadis et al. [6] show that bandwidth reservation in multihop
wireless networks is an NP-complete problem.

Ahn et al. [4] designed SWAN, a stateless net-
work model aiming at providing service differentiation in
MANETs. SWAN’s admission control mechanism requires
all stations to keep track of the MAC’s transmission delay
of all packets in order to estimate available bandwidth; such
estimation, though, can be deviated because an IEEE 802.11
radio performs adaptive rate control and also because sta-
tions may dynamically select different RTS/CTS and frag-
mentation thresholds. Such factors difficult the deployment
of SWAN in real-life environments.

In this work we propose a solution which we named
Distributed Admission Control for Manet Environments
(DACME). DACME offers a new framework for QoS sup-
port in MANETs based on MAC-level QoS support offered
by the IEEE 802.11e [7] technology. DACME uses differ-
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ent kinds of probes to assess the available bandwidth in the
network, as well as the delay and the jitter on an end-to-
end path. The implementation and deployment of DACME
in real-life MANETs is effective, simple, and without con-
straints or strong requirements on intermediate stations par-
ticipating on traffic forwarding tasks.

The rest of this paper is organized as follows: in the next
section we expose the core of our proposal. In sections 3, 4
and 5 we present several algorithms to assess the available
end-to-end bandwidth, end-to-end delay and jitter respec-
tively. Finally, in section 6 we present our conclusions, as
well as reference to future work.

2 The distributed admission control mecha-
nism

The admission control mechanism proposed basically re-
quires running a DACME agent at source and destination
nodes. DACME agents communicate in order to assess the
current state of the path, and decide if a connection should
be accepted or not, or if it should be maintained when com-
munication is in progress. Such agents do not require any
intervention from the intermediate nodes except forward-
ing probe packets as if they were actual data. QoS support
is achieved by applications by registering with DACME.
It works by altering the application’s data stream, setting
the IP TOS (Type of Service) packet header field according
to the application’s QoS requirements. The IEEE 802.11e
MAC must then treat those packets according to the service
type specified in the IP TOS header field.

The admission control is done in two steps: in the first
step the source and destination communicate in order to as-
sess the available bandwidth. For those applications that
also have delay and jitter requirements, we include an op-
tional second step to assess the end-to-end delay, the jitter,
or both.

Relatively to the first step, the source assesses the avail-
able bandwidth by sending probe packets to the destination;
these packets are generated back-to-back and should be fol-
lowed by a probe reply. The source agent keeps a timer to
detect probe reply losses.

The destination, upon receiving all the probe packets, is
expected to send a single reply packet with the measured
value for the available end-to-end bandwidth. This value is
defined as:�����
	�������
���������������! "$#&%  ('�)+*-,/. 	10�2�� # �436587

(bit/s) (1)

where 9 ��:�;<� is the size of the data segment of each
packet, =?> ���
0 is the time interval between the first and the
last received packet, and , . 	�0�2�� # � is the number of pack-
ets received (not the number of packets sent). In order to
achieve more accurate results, this process should be re-
peated a certain number of times, though not too many times
due to mobility related constraints and also to avoid long
startup times, as we will see later in section 3.3.

The destination agent must also take into account that
some packets may be lost. So, when destination receives the

second and following packets it launches an internal timer,
using the following expression to obtain the timeout value:@A��B�CED �-F!G BIH � % ��FJ %  ('&K GML )�*�, �����ONQPI7RNQS

, (2)

where
@UT 	�� # and

@MV :���� # are the arrival times of the last
and first packet received, , �W�!0YX is the number of packets
currently received, , �W��� is the number of remaining pack-
ets (the total number is indicated by the source), and

P
is

a fixed number of additional packets (to be defined) used
to model a certain degree of tolerance. In the first part of
the expression [

B�CED ��F�G BIH � % ��FJ %  ('&K GML )�*-, �W�
�6NQPI7
] we try to dynam-

ically accommodate the time tolerance to the observed net-
work performance. However, there are situations where we
cannot predict the timeout value correctly; an example is
a MANET where the routing protocol splits traffic through
multiple paths. So, to take into account such situations, we
add a small constant time value (

S
) to it.

If the application is only bandwidth constrained, the
source will then notify it if the connection can currently be
admitted or not. If the application also has requirements on
end-to-end delay and delay jitter, the DACME source agent
will enter into step two and perform new tests to assess the
current end-to-end delay and jitter values.

End-to-end delay measurements are done in a ping-pong
fashion, in a similar way to the ICMP echo packets ex-
changed by the “ping” command. The main difference is
that a new echo request packet is immediately sent after re-
ceiving an echo reply packet. The purpose is to reduce as
much as possible the time used to perform measurements.
Also, the echo reply packet should have the same length and
the same value in the IP TOS field as the echo request one.

Relatively to jitter measurements, the source must send
packets with the size, IP TOS field value and data rate cho-
sen by the application. The receiving end, aware of the
source’s packet sending rate by explicit notification, calcu-
lates the mean and standard deviation values for the absolute
jitter and returns them to the source. Jitter measurements
can also be used to obtain an estimate on network conges-
tion by counting the number of packets lost.

After all the required measurements are done, the source
agent will decide weather to admit or deny a connection,
or it can simply inform the application layer about network
status, according to previous negotiations.

3 Available bandwidth estimation

In this section we will tune the admission control mecha-
nism to achieve reliable bandwidth measurements in a short
period of time. We consider that if measurements take too
long they can be corrupted by mobility, making them unre-
liable and possibly useless. We are also aware that longer
measurements lead to more reliable and accurate results, so
we need to find the best trade-off.

In order to obtain precise values we devised a static sce-
nario which allows us to make measurements in a con-
trolled environment. Should this environment be mobile in-
stead of static, we would not be able to perform accurate or
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Figure 1. Static scenario

even meaningful comparisons between reference values and
those obtained with probes. Apart from other problems, we
would have interferences due to routing traffic and variable
number of hops. These would cause available bandwidth to
vary with time, making any measurements meaningless for
our purpose.

The proposed static scenario is presented in figure 1.
When choosing it we took into account several factors. First
off all, we desired that contention among stations had a
clear impact on performance. Our aim was also to create
a multi-hop environment, since this is typical of MANETs.
That was achieved by including several intermediate sta-
tions on the end-to-end path. With this setting we also ex-
perience hidden terminal effects and the impact of carrier
sensing ranges (considerably larger than data communica-
tion ranges).

To conduct our experiments we used the ns-2 simula-
tor [8] with the IEEE 802.11e extentions by Wietholter
and Hoene [9]. We set up the radio parameters for IEEE
802.11g. Concerning the IEEE 802.11e MAC, it was con-
figured according to [7]. Our measurements were made
over a period of 60 seconds and averaged over twenty sim-
ulations runs. We use static routing so that routing actions
do not interfere with data traffic. The purpose is to make
reliable measurements in a steady-state environment.

Relatively to the sources of traffic, source/destination
pair ( Z L , [ L ) is used by reference streams of different cat-
egories to generate data at a very high rate, so that the
source’s network queue is always full; it is also used to
perform measurements using probes. The three remain-
ing source/destination pairs are used to generate different
levels of background traffic by varying the data genera-
tion rate. The purpose is to saturate the network gradu-
ally. These three background sources generate traffic with
negative-exponentially distributed inter-arrival times for all
Access Categories available in IEEE 802.11e, which are
Voice, Video, Best-effort and Background.

Concerning the RTS/CTS and fragmentation mecha-
nisms, they are turned off. We set the packet size to 512
bytes for all sources, including probing packets.

To obtain reference bandwidth values we perform differ-
ent simulation experiments where we set source Z L to gen-
erate no traffic, Voice test traffic and also Video test traffic.
In figure 2 we show how the aggregated background traffic
(BG) and the test traffic change by varying the background
load. We have a level of confidence of 99% that the mean
value will be within 1% of all points represented.

From figure 2 we see that as the background load in-

creases, the bandwidth share obtained by Voice traffic is
higher, especially in saturation. So, similarly to what was
found in [10], we should set the probes always to the same
priority to avoid that a source accepts connections of higher
priority that would degraded the performance of its own on-
going connections with lower priority. This is known as the
stolen bandwidth problem. Therefore, we will perform all
our bandwidth measurements using probes set to the Video
AC.

3.1 Probe size tuning

In this section we will find the optimal number of pack-
ets per probe taking into account the trade-offs between the
accuracy of bandwidth measurements and probing time. We
use the values for the Video test traffic depicted in figure 2
as reference, and we test different probes with sizes (num-
ber of packets) equal to 2, 3, 4, 5, 10, 20 and 50.

The results of our experiments show that the probing pro-
cess tends to over-estimate the available bandwidth slightly.
Also, the degree of accuracy achieved with different probe
sizes can vary greatly. In table 1 we assess this accuracy
using the peak value of the average normalized standard de-
viation found among tests under high congestion.

As the normalized standard deviation shows, the mea-
surement results tend to spread more as the probe size de-
creases. We conclude that tested probe sizes inferior to 10
can lead to significant errors, and so should be avoided. We
also conclude that several consecutive probe cycles are re-
quired in order to achieve an accurate estimate of available
bandwidth.

Table 1 also shows that, under network saturation, a sin-
gle cycle time can reach relatively high values (more than
one second for a probe size of 50). Moreover, there are
further problems under saturation, such as a probe becom-
ing unusable due to an excessive number of packet losses.
Taking into account all the results found in this section, we
consider that setting the number of packets per probe to 10
is a reasonable choice, and so we will use 10-packet probes
from now on.

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

0 0.5 1 1.5 2

T
hr

ou
gh

pu
t (

M
bi

t/s
)

Load per source per AC for background (BG) traffic (Mbit/s)

BG traffic (alone)
BG traffic (with voice test traffic)
BG traffic (with video test traffic)

Voice test traffic
Video test traffic

Figure 2. Measured available bandwidth vary-
ing the background traffic

3



Table 1. Peak values for the average normalized standard deviation and single cycle times under high
congestion

Probe size (num. packets) 2 3 4 5 10 20 50

Peak value (normalized) 2.66 2.25 2.39 1.78 0.53 0.37 0.21

Single cycle time (s) 0.41 0.42 0.45 0.46 0.53 0.67 1.09

Table 2. Peak and mean relative errors using
different probe set sizes

Probe set size Mean error (%) Peak error (%)

2 3.62 132.00

3 2.69 106.07

4 2.57 73.54

5 2.55 57.95

6 2.53 55.00

7 2.52 50.95

8 2.51 50.01

3.2 Improving the estimation of available band-
width

In this section we will improve the bandwidth estima-
tion process since observation of the results obtained using�\���
	��
8���
�

(1) showed that the sample mean was a biased
estimator for the available bandwidth. So, we need to cor-
rect the measured values. With that aim, we introduce a
corrected estimator for available bandwidth:� � �A] )�^ � NQ_ )8` � (3)

where ^ � is the sample mean, ` � is the standard devia-
tion of the sample and parameters * ]$a!_b7 are used for curve
fitting purposes using least square error regression. We ob-
tain optimum values for * ]$a!_R7c� *-dfe g+h�i�d a13 dfe ikj�g+h 7 , and
the degree of accuracy achieved is excellent.

3.3 Tuning the number of probe cycles

In this section we will tune the number of probe cycles
in order to find a good balance between bandwidth estima-
tion accuracy and admission control time. We shall refer to
this number as the probe set size (in contrast to probe size,
which refers to the number of packets per probe). Using
the bandwidth estimator developed in the previous section
(
�l�

), we study the mean and peak estimation errors when
varying the probe set size.

Table 2 shows that both mean and peak errors tend to
reach a steady value after a given probe set size. In fact,
we observe that the peak error between probe sets of sizes
5 and 6 decreases by less than 3%, and that the mean error
decreases by less than 0.03%. In contrast, the peak error
decreases by more than 15% between probe sets with size 4
and 5.

We also consider the total admission control time using
different numbers of probe sets in our study. We take into
consideration the probability for a probe to become unus-
able, so that our admission time estimates are correct.

We verify that, under small/moderate congestion, the ad-
mission control time in our scenario using a probe set size
of 5 is very low (under 300 ms), never reaching values
above 3.5 seconds even when the network suffers high lev-
els of traffic congestion. Taking into consideration the re-
sults found, we consider that using probe sets sized 5 is a
reasonable choice, offering a good balance between band-
width estimation accuracy and admission control time.

4 End-to-end delay estimation

In this section we will present the algorithm used to esti-
mate end-to-end delay values at admission time. Such mea-
surements can be useful to applications that have strict end-
to-end requirements and that, without bounds on delay, can-
not meet the purpose they were designed for.

We start by finding what is the minimum number of con-
secutive ping-pong probes that offers an acceptable degree
of accuracy on end-to-end delay estimation. With that pur-
pose we again take the scenario of figure 1 for analysis. We
set sources ZMm , Zon and ZUp to generate moderate background
traffic with negative-exponentially distributed inter-arrival
times at 200 kbit/s per AC per source; source Z L is used to
obtain the reference values for different source rates with
either Voice or Video traffic at constant bit-rate.

According to the measurements performed using the
bandwidth estimation tool developed in section 3, the avail-
able bandwidth is of 2.796 Mbit/s.

Using these reference values, we now proceed by per-
forming end-to-end delay estimation through probes. The
process consists, as referred in section 2, of performing sev-
eral consecutive ping-pong tests without allowing any wait
interval between the time a reply packet arrives and a new
request packet is sent. This is to accelerate the probing pro-
cess as much as possible.

After the test ends, we use these values to obtain a low-
rate estimate for end-to-end delay. We call it low-rate es-
timate since, as we will discuss next, it needs to be ad-
justed according to the ratio between requested and avail-
able bandwidth.

To obtain values directly related to the actual traffic,
probe priority is set either to the Voice or Video access cate-
gories. In figure 3 we show the mean and standard deviation
values for an increasing number of consecutive ping probes.

As expected, as the number of consecutive ping probes
increases, the mean value tends to increase (congestion in-
crease) and the standard deviation to decrease. Taking into
consideration both accuracy and the time to accomplish this
task, we decide to use 3 consecutive ping probes for further
study. The total delay in this step using the current configu-
ration is around 7 milliseconds, a very low value.
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As referred previously, the end-to-end delay estimation
value found through ping probes is a low-rate estimate. This
means that it can accurately estimate the delay if the appli-
cation rate is small when compared to the estimated avail-
able bandwidth value. We wish to find a method to estimate
the end-to-end delay values for medium/high traffic band-
widths. With that purpose, we first normalize both appli-
cation bandwidth and end-to-end delay values, and then we
employ curve-fitting using the function:[ � *&q 7$�Ar�sut vxwUyzN|{}NQ~ )1q N�� )xq m (4)

where q is the normalized bandwidth value and param-
eters * ]�a�_�a
{�a!~Ua��o7 are used for curve fitting purposes. We
have tested other types of functions, but this was the one
which offered the best results. The value of q is obtained
by the ratio between the application’s chosen data rate and
the bandwidth estimated through the probing process. Rel-
atively to [ � values, these are normalized delay values ob-
tained dividing the different end-to-end delay values by the
low-rate delay estimation (obtained by the ping-pong prob-
ing process). The normalization of both bandwidth and end-
to-end delay values has the purpose of finding values for
the different parameters that are independent of the scenario
used, so that we can find a general trend of the behavior of
delay for both access categories when varying relative band-
width usage. Using estimator [ � we can then estimate the
end-to-end delay in a system by multiplying this normal-
ized delay value found by the low-rate value obtained in the
ping-pong process to de-normalize it.

Figure 4 allows a visual comparison between the refer-
ence delay values and the estimated delay curves for Voice
and Video traffic.

As a final remark, we should point out that this method
is only required when the application traffic is waiting on
queue, either because initial admission control is being per-
formed, or because route breaks caused the application to
stop transmission. During normal transmission measure-
ments can still be made, though no bandwidth-dependent
adjustments are required.

5 Jitter estimation

In this section we will detail the jitter estimation process.
We wish to obtain not only the mean absolute jitter value,
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Figure 4. Reference and estimated end-to-end
delay values

but also the standard deviation for the jitter.
We use the same scenario configuration of the previous

section in order to obtain reference values for the jitter. We
also use that scenario to generate jitter probes and perform
measurements. These probes consist, as referred before, of
sending some packets of the same QoS class and at the same
rate as the application traffic, and the collection of jitter
statistics by the agent in the destination, which are returned
to the source in a single packet.

The minimum number of packets required to obtain
mean and standard deviation jitter values is 3, though many
more should be sent to resemble actual traffic.

Contrarily to the previously proposed probing processes
for available bandwidth and end-to-end delay estimation, in
the jitter estimation process we will not find the minimum
number of packets that offers good accuracy for all traffic
rates; instead, we will find the smallest time interval for
probing that offers the desired accuracy, which is the op-
posite strategy. This way we bound the delay associated
with the jitter probing test, making it independent of the ap-
plication’s data rate. An interval range between 50 and 300
ms seems reasonable and is acceptable as admission control
delay, and so we will use it for further analysis.

Our objective is to find the minimum interval of time
that offers a reasonable accuracy when estimating the mean
absolute value and the standard deviation for the jitter.

In figure 5 we show the relative error estimating the
mean absolute value and the standard deviation for the jitter.
Again, longer probe duration intervals are related to smaller
estimation errors.

From the results found previously we consider that a
probe duration of 250 milliseconds is enough to achieve
accurate and consistent estimations for the mean absolute
jitter value, as well as for the standard deviation. Relatively
to measurements when traffic streaming from the source has
already started, it is not possible to implement this method
and it should be replaced by actual traffic measurements in
the destination. When re-routing is performed the proposed
method can be applied, penalizing the connection with a
small extra time after the path is again available.

With this last step we conclude the tuning of the ad-
mission control system, having therefore set the complete
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framework required for DACME agents to be implemented
and configured properly.

6 Conclusions and future work

In this paper we presented DACME, a solution for sup-
porting soft real-time services in MANETs. Our proposal
uses distributed admission control techniques and imposes
very few requirements on MANET nodes.

The core of our contribution consisted of algorithms
based on probing that are used to determine the end-to-end
available bandwidth, delay and jitter. The measurements
made using probes are used by DACME agents to decide
whether to admit or maintain connections based on their
QoS requirements. Preliminary results show that our dis-
tributed admission control technique is able to offer reliable
end-to-end measurements, and that the time spent in that
process is typically low.

As future work we plan to evaluate the effectiveness of
our proposal in typical mobile MANET environments by
implementing a version of our DACME agent for the ns-2
simulator.
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