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Abstract

As is well known, each new video coding standard significantly increases in
computational complexity with respect to previous standards. This is particularly true
for the HEVC video coding standard, and it appears that the same will hold for the new
incoming standards. Therefore, the use of techniques for reducing the required
complexity without affecting the rate/distortion (R/D) performance is therefore always
a topic of intense research interest.

Several works in the literature have tried to reduce the coding time using modern
hardware accelerators, moving the most complex parts of the encoder to them. For
example, in [6, 16], authors moved the computation of the motion estimation (ME) to a
GPU, and in [1, 5, 14], authors proposed the computation of the ME process on an FPGA.

Other works in the literature have used parallel computing strategies to take advantage
of the multicore processors available in modern clusters in order to speed up the overall
encoding time of a video sequence [9, 10, 12, 13].

There are other works that have focused on source code optimization of specific parts
of the HEVC encoder [2, 3, 4, 8]. In [4], authors reported on a fast decision mode based
on CABAC rate estimation, while in [8], a fast coding tree unit (CTU) partitioning
algorithm was developed that used the CTU texture to prone the CTU quad-tree
structure. In [2, 3], a pre-analysis technique was proposed to reduce (a) the size of the
search area; (b) the number of reference frames in the inter-frame prediction; (c) the
number of prediction modes; and (d) the number of best candidates for the intra-frame
prediction process.

Finally, several authors have developed machine learning approaches to reduce the
coding time of the HEVC encoder [7, 17]. For example, to reduce the complexity of inter-
mode prediction, Zhang et al. [17] proposed a coding unit (CU) depth decision algorithm
with a three-level joint classifier based on a support vector machine (SVM) that predicts
the splitting of three-sized CUs in the CTU partition. For the intra-mode process, Liu et
al. [7] developed a convolutional neural network (CNN) approach that predicts CTU
partitioning, and thus, reducing the complexity.

In this paper, we propose a combination of two powerful techniques to significantly
reduce the complexity of the HEVC encoding engine: machine learning and parallel
computing. In the first place, we use a version of the HEVC encoder that includes a
convolutional neural network to speed up the CTU partitioning process and achieve
large reductions in coding latency with negligible R/D performance losses. We then
speed up this version even further by applying spatial parallelism to the encoder by
means of a slice-based approach that exploits the multicore hardware capabilities of
current processors.



The HEVC encoder version that includes a CNN is the one proposed in [15]. The main
contributions that differentiate this proposal from others relate to the definition of a
hierarchical CU partition map (HCPM) to represent the CU partition. Authors in [15]
propose a deep CNN structure called an early-terminated hierarchical CNN (ETH-CNN)
that can be trained to explore diverse patterns of the CU partition and reduce the
complexity of the HEVC intra coding mode.

Using previous HEVC encoder approach, we have introduced a shared memory parallel
approach based on Slices similar to the one proposed in [11]. Slices are a way to partition
a frame, available in HEVC coding standard, into a set of consecutive CTUs in raster
order.

In Figure 1, we show the flowchart of our hybrid HEVC encoder, called DPSA (Deep
Parallel Slice Algorithm). In the first step, the master thread reads the configuration
parameters, and following this, the HCPM must be computed for all CTUs and all frames.
The partition map is stored in a file that will be accessed by all threads when the CTU
partitioning tree is computed inside a slice. In this sense, the slice-based parallel
algorithm is applied at a higher level. As shown in Figure 1, only the master thread reads
the new frame to be encoded, in order to reduce both the number of disk accesses and
memory requirements. The frame to be encoded will therefore be stored in the shared
memory, and will be accessed only for reading. In fact, each thread will only access those
CTUs that are part of the slice to be encoded by it. When coding the set of CTUs for the
slice assigned to each thread, we use the prediction for the CU partition obtained from
the deep learning approach. When all threads have encoded the slice assigned to them,
they write their bit stream into the final bit stream, and this process must be done in
the right order.
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Figure 1. Hybrid HEVC encoder flowchart. DPSA algorithm is represented using light grey boxes, while the dark grey
ones represent the contribution from deep learning.

After implementing and validating our hybrid HEVC encoder, we have carried out some
experimental tests to measure the combined speed-up and the R/D penalty introduced
by the machine learning and parallel computing techniques.

The results show that the use of machine learning alone is able to achieve speed-ups of
up to 13x, and when the slice-based parallel approach is added, the overall speed-up
reaches 35x. The R/D penalty in terms of the BD-rate metric depends on the video

content and the number of threads used, and varies between 10% and 0.35% for the
tested video sequences.
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